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Abstract

The increase in availability of hand-held devices capable of browsing the web, such as mobile phones and PDAs,
has necessitated new approaches to the presentation of web content. Pages designed for the display capabilities of
traditional desktop PCs are awkward to view on low-resolution displays because of the amount of content present.
This project investigates a method for transforming the structure of a web page into a format more suitable for display
on such devices, by identifying parts of the document that can be removed without altering the main content of the
page.

Algorithms for performing segmentation of a page into its constituent parts, and classification of each of those
segments are presented. The resulting classifications determine which types of segments should remain in the page
and which should be removed. A prototype implementation is described and evaluated using a set of sample web
pages, and shown to produce good results on certain types of pages.
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Chapter 1

Introduction

This project investigates an approach to displaying web pages on low-resolution displays. It includes a discussion of
the problems associated with providing a good user experience in spite of limited hardware capabilities, and builds on
previous efforts that have been taken in the area to present new ideas about how to solve the problem.

1.1 Motivation

Access to the web from portable, hand-held devices is becoming increasingly popular. Many users are taking advantage
of technologies such as mobile phones and PDAs to view information when away from their offices and homes.
Reading the latest news, catching up on sports results, chatting with friends, researching information, and other popular
on-line activities are now commonly done while traveling, having lunch, or waiting at airports. However, since the
devices used for mobile web access are relatively limited in terms of their screen size, computing power, and user
interfaces, the user experience is substandard compared to that provided by desktop PCs.

Working around these limitations promises to be beneficial to many users by improving ease of use and thus
reducing the amount of time taken to find and access information. One of the ways in which this can be done is by
providing improved user interfaces which are more suited to low-resolution devices, and by presenting information in
a way that is less cluttered and more focused toward user needs.

Web page design and web browsing technologies have traditionally been geared toward desktop PCs, which have
powerful processors, fast network connections and high-resolution displays. As a result, the vast majority of web
sites on the Internet are designed such that they are more suited to screens that can display large volumes of content.
Attempting to view these pages on a low-resolution display is at best awkward, requiring a significant amount of of
horizontal and vertical scrolling to view the content.

Figure 1.1 shows a typical web page displayed on both a PDA with a240 × 240 screen and a desktop computer
with a 1024 × 768 screen. The PDA displays only a small portion of the page, consisting mainly of the site logo and
navigation menu. In order to view the actual content, the user needs to scroll both across and down. Even when the
main body of the story is in view, the column is almost, but not quite narrow enough to fit on the screen. This means
that the user not only has to scroll down the page as they read, but also across and back for each line, since the last few
letters of the column are cut off. This is not helped by the fact that the page in question has been designed for a fixed
screen width of800 pixels, as evidenced by the desktop screenshot in which it remains at this width despite the window
having more room for content. Fixed-width layouts are not uncommon, particularly on many larger, commercial sites.
These layouts are sub-optimal for any screen resolution other than that for which they were designed.

Many web developers have responded to these problems by creating separate versions of their sites targeted specif-
ically at small screen devices. So-called “wireless” or “mobile” editions are much easier to read and navigate, and
present only the main content of the page without extra components such as sidebars and large navigation menus.

8



Figure 1.1: PDA and desktop web browsers

While these efforts are useful in themselves, since they greatly enhance usability for mobile users, they require signif-
icant manual effort on the part of the developer. In some cases, this extra effort is avoided by having the web server
automatically convert documents based on requests from the client. Documents are stored in a standard format which
is independent of presentation, and then transformed to an appropriate representation using technologies such as XSLT
[48] or custom scripts specific to the website or content management system in use. However, this is still not a general
solution to the problem, because it only works for the relatively small number of sites which have been built with this
in mind.

It is clear that different approaches are needed that take into account access to the large base of existing content,
and do not require extra effort on the part of page authors. The most realistic and scalable way of dealing with the
problem is to build systems which either modify pages or present them in a manner which is better suited to low-
resolution screens. This project is one of many that have attempted to tackle the problem, and presents some new ideas
which, when combined with existing technologies, can be used to enhance the usability of the web for mobile users.

1.2 Overview

Chapter 2 provides an introduction to the concepts used in this project, and discusses the capabilities of currently
available technologies. Chapter 3 describes the algorithms developed as part of this project and Chapter 4 details
their implementation in a prototype system. In Chapter 5, an evaluation of the prototype is given. Chapter 6 gives a
discussion of the results and how the outcomes fit within the context of other work. Finally, Chapter 7 summarises the
work performed and what has been achieved.

1.3 Contribution

The aim of this project is to develop and evaluate a method of effectively displaying web pages on low-resolution
displays. There has been a significant amount of effort in this field in the past, and many of the ideas investigated

9



in this project have been influenced by this work. While the specific algorithms introduced here are new, this past
research has provided a good background from which to design new techniques.

The approach taken to the problem is to performsegmentationandclassificationof web pages, and use the results
of this to alter the display. Segmentation is the process of splitting up a page into multiple distinct sections, each
containing a separate piece of content. Many pages are structured such that they have not only a main body of text
relating to the central purpose of the page, but other elements which serve a peripheral purpose. By examining each of
these segments and working out which type of content each contains, decisions can be made about what to present to
the user. The classification is based on information from a training process which has been performed in which sample
web pages and segments are supplied to the system with classifications assigned by a human, and this information is
used to decide whether or not to present certain segments to the user when viewing a pages.

This is a new approach which, while widely used in the field of OCR (Optical Character Recognition), has not been
applied to the problem of web page display up until now. The intention of this project is to present a new segmentation
algorithm and means of classification which are appropriate for use on the wide variety of pages available on the web.

A major part of the project is the implementation of these algorithms in a prototype system capable of loading and
displaying web pages. This involves integrating the techniques introduced here with parts of an existing web browser,
and fine-tuning the algorithms based on experiences with testing on various web pages. The aim of developing such a
system is to determine if the ideas work when applied to real-world web pages, and to identify any problems that arise
in practice.

Also central to the investigation is an evaluation of how accurate the classifications preformed by the system are.
By providing a thorough investigation into the effectiveness of the algorithms, an attempt is made to demonstrate both
the capabilities of the system, and to identify areas in which improvement is needed. By finding any shortcomings
inherent in the techniques, further work necessary for effective implementation can be identified.

10



Chapter 2

Background and Related Work

2.1 Mobile Web Access

Many different approaches have been taken to the problem of providing efficient interfaces for accessing the web on
small screen devices. These vary in many ways, including the user interface and presentation of content to the user,
the sources of information relied on, and the methods by which web content is modified for display. This section
summarises a number of approaches taken in the area, to give a background on some of the techniques that have
found to be useful. Many of these ideas have served as a basis for the thinking behind various aspects of the design
undertaken as part of this project.

A number of specialised markup languages have been developed for use on mobile phones. The most well-known
of these is WML (Wireless Markup Language) [45], part of the WAP protocol suite. It operates based on the model
of decksandcards. A deck is a single resource retrieved from a web server and is analogous to a HTML file in a
normal web browser. Each deck may contain multiple cards, each of which represents a separate screen. Facilities are
provided for navigating between cards and decks.

WML is primarily text-based but does include some support for images. However, due to the limited bandwidth
and screen size of the target devices, these are not used extensively. Support is also provided for WMLScript, a
scripting language similar to JavaScript, which allows for additional interactivity and extra processing such as form
validation.

WAP has been the target of much criticism throughout the industry due to usability issues [37], security problems
[30], lack of compatibility with other standard protocols and differences in implementations between vendors. More
recently, efforts have been undertaken to bring the protocol suite more in line with common standards. WAP version
2.0 deprecates WML and instead uses XHTML Mobile Profile [46], which defines a restricted set of tags for documents
that can be displayed by devices with limited capabilities. This is advantageous because it is closer to the format used
for normal web pages, however it is still limited in that pages to be displayed on WAP 2.0 devices still cannot use the
full range of tags, so access to the general web is still not possible. However, since the set of tags in XHTML Mobile
Profile is a subset of those defined in the HTML specification, these documents can be viewed on normal desktop
browsers, which is not possible with WML.

As mentioned previously, the use of specialised markup languages or subsets of HTML is not a general solution
to the problem since documents must still be authored or converted to the target language. For this reason, a number
of projects have looked at ways of using alternative interfaces to view web pages on small screen devices. All of these
perform some sort of transformation of the page either on the client or an intermediate proxy server in order to get
the content into an appropriate format or display, either by modifying the page to be displayed, or converting it into
another structure more suited to the interface presented.

WEST (WEb browser for Small Terminals) [44] is web browser designed for low-resolution displays. It uses a
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Figure 2.1: WEST Zoomed-out view [44]

focus+context visualisation technique called Flip Zooming [12] to allow easy access to different parts of the page.
Upon loading the page, it is split up into a series ofcards, each of which contains a portion of the content. The primary
mode of the interface consists of a series of thumbnail images of cards. Once a card is selected, the display zooms in
to show it at full size. This allows the user to get an overall view of the page, and then view the parts of the page they
are most interested in.

In the zoomed out view, the user can choose to see different representations of each card, other than just thumbnails.
Other views available are the keyword view, which shows keywords selected from the card, and a link view, which
displays each of the links extracted from the card. Figure 2.1 depicts the zoomed-out view provided with keywords
for each card shown.

User testing found this approach to be significantly easier to use than a traditional browser interface running in the
same low resolution. The navigation mechanisms provided are more suited to the small screen due to the fact that they
provide more efficient access to different parts of the page, and allow users to get an overall view of the page without
having to scroll.

The RSVP browser [9] provides a novel approach to exploring links on a page. Instead of reading through the page
and looking at the content of each link, the user is presented with a thumbnail image of the page pointed to by each
link destination. These appear in sequence in a slide show fashion, with the intention of giving the user a brief look
at each link destination so that they can make a decision about which page they want to visit. The slide show runs
automatically but can be paused by the user if necessary. This method cuts down on the amount of interaction that the
user has to perform to view the different links. Figure 2.2 shows a screenshot of the browser, in which the destination
page of a link is shown in the middle of the window with buttons for each destination down the side.

Power Browser [3], shown in Figure 2.3, is a web browser developed for the Palm Pilot which focuses on providing
efficient navigation of websites. Its interface model is based on the observation that most web browsing is split into
two phases:navigationandend-gamebrowsing.

In the navigation phase, the user is looking for a page containing particular information. Typically this involves
traversing a series of links through different pages, at each stage getting one step closer to the target. During naviga-
tion, the user focuses on links rather than the content. In navigation mode, Power Browser displays a tree structure
containing the links on each of the pages visited in the session, without displaying the content. This greatly reduces
the screen space required to display the pages, and makes navigation among links in a page much easier.

Once the user has reached their destination, the browser goes into end-game mode. This is where the actual
content of the page is displayed, since the focus is now on viewing information rather than finding it. A technique
calledaccordion summarisation[4] is used to display the page in a manner suitable for the low resolution display. The
page is divided up into a hierarchical structure ofsemantic text units, usually individual phrases or sentences, and the
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Figure 2.2: RSVP browser [9]

Figure 2.3: Power Browser [3]
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Figure 2.4: m-Links [41]

structure is shown as a tree on the display. Initially, only top-level nodes are shown, and the user can expand these
to see more detailed parts of the page. This interface is very similar to that provided for navigation, and performs
essentially the same function, except that content is displayed instead of just links, and the items displayed are within
the context of a single page.

A similar navigation+usage model is used by the m-Links project [41]. This is designed specifically for mobile
phones with text-based displays, where only a few lines of text can be shown at a time. Instead of displaying the page
in the traditional manner, it inspects the page and extracts links and other relevant data items such as phone numbers
and addresses, which it then presents in a menu. A user can navigate to a different page by selecting a link from the
menu, or can view the various data items and perform actions on them such as calling calling a phone number or faxing
a document. A screenshot is shown in Figure 2.4.

The extraction of data items and links is performed by an intermediate proxy server, which also implements
functionality to support various user actions in relation to data items or links. For each menu item, there is a series of
actions that can be performed, including emailing or faxing the contents of a link to a particular destination, or viewing
the item on screen.

This user interface model is seen as more appropriate because it is very familiar to mobile phone users. The
menu-based navigation is easier to use on such interfaces, and displaying the page as a series of small lines of text is
also more appropriate for traditional mobile screens. However, this approach is becoming less relevant, as many new
mobile phones available today have higher resolution screens and better navigational facilities, a trend which is likely
to continue at a rapid pace.

One approach proposed early on in the evolution of the web was to usedynamic documentsfor adapting to mobile
displays [17]. These are scripts written in TCL which are downloaded to the browser and then executed. Extra hooks
are provided into the TCL interpreter to provide the scripts with information about the display resolution and other
capabilities of the client, which can be taken into account by the scripts to generate a page with appropriate layout and
content.

While this approach enables documents to be tailored specifically for certain devices, it has poor portability because
the script authors must have prior knowledge of all devices on which the script will run. When new types of clients
appear, pages designed in such a manner will either assume the wrong type of client or not work at all. Additionally,
this approach is based around the model of a web page being a script that is executed on the client as opposed to the
more conventional model of a static piece of content.

2.2 Content Adaptation

Rather than relying on content targeted specifically for mobile devices, or specialised interfaces for viewing pages,
another approach that has received widespread attention iscontent adaptation, which is the presentation of content
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to user in a modified form. The modification process, calledtranscoding, takes the original document and changes
or removes certain parts of it to make it more suitable for display on the target device. Other applications of content
adaptation include merging of contents from external sources, and presenting documents in a more readable manner
for accessibility purposes. There is a wide range of types of transcoding, each of which serves different purposes.
Some of the more common types are:

• Page reformatting

Page reformatting changes the layout of the page in a way that makes it more appropriate for display on low-
resolution displays, while retaining all of the original content. This includes the adjustment of font sizes, spac-
ing, and the position of various objects on page.

An example of page reformatting is the small screen rendering feature of the Opera web browser [33]. This
reformats layout tables so that all cells are shown vertically rather than in multiple columns, reducing the width
of the page in order to eliminate the need for horizontal scrolling.

• Text summarisation

Some systems usetext summarisationto reduce the total amount of text shown on screen. This involves replacing
the original text with summarised versions which convey the same or similar meaning in fewer words. Some
systems rely on simple techniques such as displaying the first sentence of every paragraph, or displaying section
headings along with links to the content of each section. More advanced techniques have also been used, such
as natural language processing which determines the semantics of each block of text, and generates a summary
for each.

A significant drawback of text summarisation techniques is that they usually retain text elements such as navi-
gation information and copyright statements, which are not necessarily relevant to the main content of the page.
They also leave the layout in place, which may mean that the page still does not fit on the screen, requiring
horizontal scrolling.

• Image reduction

Image reduction is the process of resizing images to take up less area on the page. This is a very simple and
effective technique, since many pages contain a significant number of images, some of which can be fairly large.
In addition, most images can be reduced in size without losing their meaning.

In some cases, images can be removed from the document if they are deemed to be unimportant. This is
appropriate in cases where a page can still be understood without images, or if the images are only present for
decorative reasons. Image classification techniques can be used to decide whether or not certain images should
be kept or removed. Previous research has shown good results in classifying web pages images based on various
aspects such as file format, text presence, edge characteristics, colour distribution and size [34, 14].

Another type of image reduction is using higher levels of compression when transmitting images to a client,
when the images are requested through a proxy server. While this does not affect the amount of room taken up
on screen, it reduces the transfer costs because the image files are smaller. Taking into account the characteristics
of images in terms the savings that can be gained from such compression allows proxies to efficiently reduce
the amount of traffic to clients [6].

• External annotation

Instead of making modifications based on intrinsic parameters of the transcoding algorithm or decisions derived
from the original documents themselves, external annotation [28] relies on information obtained from a source
independent of the original document. This may come as separate file on the same web server, custom settings
stored on the client, or annotations stored on another server [31]. Systems supporting this functionality present
documents in a modified form based on these annotations, representing a value-added service to the user, since
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they can view additional information beyond that supplied by the original author. This extra information can
also be used to encode the semantic meaning of content, which can be of use when making decisions about how
to transcode a document [32].

Document modifications based on such information have a range of uses beyond small screen browsing. They
can be used to support collaborative research among groups, editorial corrections to documents, and additional
discussion about the topics of documents [38].

One of the most common uses of annotations is to change the layout of the document to give a different visual
appearance. This can be achieved using Cascading Style Sheets (CSS), which specify the appearance of elements
in a document [51]. The HTML specification defines several ways of including or referencing a style sheet from
a document, and often a web page will include the URLs of one or more other style sheets stored on the same
site, which are to be retrieved by the browser and used to format the page. Some browsers also allow the user to
specify their own custom style sheet to be used with all pages. This allows the page display to be tailored to the
user’s needs, such as by using large fonts and high contrast colours for the visually impaired.

• Feature selection

Feature selection, the method used in this project, is the process of inspecting the page and deciding which parts
to keep and which parts to remove. It enables the reduction of content by removing unnecessary or irrelevant
sections of the page. Approaches to feature selection include the removal of images and selection of certain
sections.

The part of the architecture which performs the transcoding process is an important consideration. Transcoding can be
performed either by the client itself, or on an intermediate proxy server. In the latter case, all access to web servers goes
through the proxy, which retrieves documents on behalf of the client, and returns modified versions of the documents.

Transcoding can also be performed by the web server itself, in situations where client browser detection is used
to serve up a document in an appropriate format. However, this approach only solves the problem for the sites that
implement it, and most content adaptation systems focus on solutions that allow access to the whole web and do not
require any changes to the web server.

The proxy server approach is advantageous if the client only has a low bandwidth connection relative to that of
the proxy, as is the case for most mobile connections, and if the amount of content sent from the proxy to the client is
significantly less than that sent from the web server. The latter is true if significant parts of the page are removed, or
images are sent back at a lower resolution or higher compression level. This is the most popular approach, because it
can be implemented as a separate system and does not require any modification to the client’s web browser.

Implementing transcoding directly on the client provides greater flexibility in terms of the user interface functional-
ity provided. If the client allows the user to adjust the way in which modifications are performed, then the transcoding
has to be re-done whenever those preferences change. If implemented on the client, this does not require any extra
requests to the proxy, thus making the user interface more response to such changes. Additionally, other aspects of the
user interface can reflect information obtained during transcoding, such as additional menus and navigation controls
which are separate from the main page.

Client-side transcoding is a more secure option, since it allows the content to be transferred directly from the web
server to the client using an encrypted connection, without any intermediate party having access to the content. Lack
of security inherent in proxy-based architectures has been the subject of much criticism since it is inappropriate for
the demands of e-commerce [8].

2.3 Document Classification

Document classification is the problem of assigning aclassto a document based on its contents. The meaning of the
class can take a variety of forms, such as category, purpose, topic, or some other semantic. The ways in which the
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content is used in making the decision, and the mechanisms by which classes are assigned have been the subject of a
large amount of research. This section provides a brief introduction to the area, and describes some of the techniques
that can be used for classification.

The design detailed in Chapter 3 discusses the classification of individual parts of documents, calledsegments,
rather than entire documents themselves. Much of the literature in the field, and the overview given here, considers the
case of assigning one class per document. However, the concepts and algorithms are the same, and when considering
the implementation of segment classification described later in this thesis it is helpful to think of each segment as being
a separate “document” for classification purposes.

When performing classification, a number of different pieces of information about the document, calledfeature
variables, are taken into account. The way in which these are derived from the document varies greatly between
systems, and different approaches give varying levels of effectiveness.

Using word frequency measures, common in text classification, feature variables are based on the number of
instances of each word in the document. Often, dimensionality reduction is applied, taking into account only a subset
of the words in the document, and reducing the computational cost of training and classification [20]. Word counts are
either measured in ranges, or as binary-valued variables indicating the presence or absence of each word [40]. Feature
variables based on other information such as word semantics, derived from the text using natural language processing
techniques, have also been investigated, although do not appear to be more effective than word frequencies [42].

The approach taken in this project is to base the classification mainly on geometric layout information obtained
from the document. Previous research has investigated this approach and proved it to be useful in classifying docu-
ments [13]. While geometric analysis is useful for determining the purpose of a document, it is not appropriate for
determining semantic meaning, since it does not take into account the content of the text. Since it is the purpose of
document segments that is important for the content adaptation techniques implemented here, this is a useful way of
classifying segments.

The most common approach to document classification is the use of machine learning techniques. Aclassifier
is built from the analysis of a manually classified training set, allowing automatic classification to subsequently be
performed. A wide range of machine learning techniques are applicable for this purpose; a good overview describing
many of these is given in [43].

A decision treeclassifier [1] consists of a series of nodes corresponding to feature variables. The branches between
parent and child nodes are derived from the allowable values of the parent node. A document is classified by starting
at the top of the tree and working downwards, at each point moving along the branch that represents the value of
the current node’s variable in the document being classified. Upon reaching a leaf node, the class of the document
is chosen based on the class associated with the leaf. Decision tree variables are usually binary, in that the decisions
are “yes or no” values based on whether or not a document has a particular value. In contrast to many other machine
learning algorithms, decision trees produce classifiers that can be easily interpreted and understood by humans [26].

K-nearest-neighbor classifiers [25] operate by comparing the document to be classified with the members of the
training set most similar to that document. The class picked is the most common class of the nearest documents.
In some cases, the class assignments are weighted according to the distance between the target document and each
training example; documents that are more similar are weighted higher in when deciding the class.

Support Vector Machines(SVMs) [16] represent documents as points inn-dimensional space, wheren is the
number of feature variables. Once constructed, a SVM contains a plane through the space which divides the points
in the training set in two. The points on one side of the plane consist mostly of the training examples that match a
particular class, while the points on the other side are mainly examples which are not in that particular class. The
plane is chosen such that the maximum number of training examples are on the correct side. During classification, the
location inn-dimensional space at which the document in question resides determines whether or not it is assigned
the class. SVMs give yes or no decisions about whether a document is in a particular class; they do not support the
selection out of a group of classes. They have the significant advantage that they do not require complete re-training
as new documents are added to the training set, and do not rely heavily on dimensionality reduction [23].

TheRoccio method[15] is similar to SVMs in that it uses the samen-dimensional representation of documents,
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and operates on a yes/no decision about a class. During training, it calculates two points corresponding to the centres
of the positive and negative samples. To classify a document, the distance between its point in space and each of the
two centres is calculated, and the class is selected based on a comparison of the two distances. The Roccio method
is often used as a baseline when evaluating the performance of other classifiers. A drawback of the Roccio method
however is that it performs poorly when the negative training samples are widely dispersed withinn-dimensional
space; it is most efficient when all of the positive samples are closely related.

Bayesian classifiers[24], used in this project, consist of a network of nodes, each of which represents a feature
variable. A series of causal connections exists between nodes, and probability information is recorded in the network,
which stores the likelihood of variables having certain values given knowledge about the values of other variables.
These have been found to be highly effective in many areas of document classification [29]. A more detailed explana-
tion of Bayesian networks is given in Section 2.5.2.

2.4 Web Standards

This section gives an overview of the web standards and technologies used in this project. While a full description of
each is beyond the scope of this work, the aim is to give a sufficient explanation necessary for understanding the way in
which they are used in the design and implementation described here. The focus is mainly on how these technologies
are implemented, rather than how they are used, since implementation details are most relevant in this context.

2.4.1 HTML

HTML, or Hypertext Markup Language [47],is the standard language in which all web pages are written. Its simple
text-based format is easily to learn, which has contributed to its popularity and widespread usage.

A HTML document consists of a body of text interspersed with markup in the form oftags. The text itself is
displayed directly on screen, while the tags provide additional instructions on how to format the text, and where to
insert special objects such as images and form controls.

A tag consists of a name and a series of name/value pairs calledattributes, surrounded by a pair of brackets. For
example, a paragraph in which the text is to be centre aligned is written as:

<P ALIGN=”center”>

Many tags require a corresponding close tag to indicate the point at which their content ends. In some cases, such as
theP tag, the close tag is optional and is implied by the beginning of another tag. Close tags begin with a slash (/) and
do not have attributes:

<P ALIGN=”center”>
This is the content of the paragraph
</P>

Other tags do not require a close tag, such those that represent an object being inserted into the page instead of
surrounding a body of text.

<IMG SRC=”logo.gif”>

The HTML specification defines the set of allowable tags and attributes. A large number of these are provided,
covering a range of functionality, including text formatting, tables, lists, hyperlinks, images and forms.

Each HTML document consists of two main parts: the head and the body. The head consists of metadata about the
document, such as the title, base URL, style sheet references and other custom metadata. The body contains the actual
text to be displayed on screen. An example HTML document is shown in Figure 2.5.
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<HTML>
<HEAD>

<TITLE>HTML example</TITLE>
</HEAD>
<BODY>

<P>
This is an example of a HTML document.

</P>
<P>

Please visit our <A HREF=”http://website.com”>home page</A><BR>
<IMG SRC=”logo.gif”>

</P>
</BODY>

</HTML>

Figure 2.5: Example HTML document

A piece of software capable of loading and processing a HTML document is referred to as auser agent. Web
browsers are the most common type of user agent. Other types also exist, such as search engine spiders and web page
editors.

The process of rendering a HTML document on screen involves a number of steps, described in Section 3.1.1.
These make use of information contained within the page itself, as well as from external sources such as style sheets,
described in Section 2.4.4.

A HTML document may also have one or more scripts associated with it, either included within the document, or
referenced as an external file. Scripts add interactivity to a page through various mechanisms such as changing status
bar text, creating pop-up windows, or manipulating the document structure. The most widely supported scripting
language isJavaScript, described further in Section 2.4.6.

2.4.2 XML

XML, or Extensible Markup Language[49], is similar to HTML in many respects, but is designed as a more general
purpose language. It has a wider range of uses beyond that of document representation, and in recent years has become
popular as a means of storing information in a portable manner for exchange between different applications.

While HTML defines a restricted set of tags and attributes with specific meanings, XML allows any names to be
used. It can therefore be used to store any type of information, and the set of tags used in an XML document depends
on the needs of a particular application. One common use is for representation of information stored in a database, as
shown in Figure 2.6.
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<xml version=”1.0”>
<staff>

<employee name=”Fred”>
<position>Manager</position>
<salary>60000</salary>
<hiredate>19960403</hiredate>

</employee>
<employee name=”Joe”>

<position>Programmer</position>
<salary>40000</salary>
<hiredate>19990201</hiredate>

</employee>
</staff>

</xml>

Figure 2.6: Example XML document

XML also has a number of syntactic differences with HTML. Tag and attribute names are case sensitive and usually
specified in lower case. Each open tag must also have a corresponding close tag, or must include the slash at the end:

<story>Once upon a time...</story>
<goodnight />

Since XML is a generic language and not aimed specifically at document representation, there are no built-in rules
dictating how to display a document. The above example could be displayed simply as a long run of text containing
all of the words between tags, or as a table with rows corresponding to employees and columns for each of the details.
The presentation used is application specific — if indeed, the data is to be displayed at all. It may instead be analysed
or stored in a database rather than being made directly visible to a user.

When loaded by a web browser, XML documents can be formatted using style sheets. These are used in much the
same way as for HTML documents. The use of style sheets is covered in Section 2.4.4.

2.4.3 DOM

The Document Object Model(DOM) specification [50] provides a number of classes and programming APIs for
dealing with the contents of a HTML or XML document. These enable a program or script to manipulate a document
in memory in various ways such as adding or removing content.

When loaded into memory, a document is represented structurally as a tree of nodes. A number of different types
of nodes can be present in the tree; the two of interest for the purpose of this discussion areElementnodes andText
nodes. An Element node represents an open tag/close tag pair in the source file, or just the open tag if the latter is
not present. Each element has a name and a set of attributes associated with it. A Text node represents a sequence of
characters residing between tags in the source file.

Element nodes may have any number of child nodes in the tree, which can be Text nodes or other elements. The
set of nodes under a particular element corresponds to the portion of the source file between the open and close tag
of the element. Text nodes cannot have children — they are only ever leaf nodes in the tree. An example DOM tree,
corresponding to the HTML file above, is shown in Figure 2.7. Grey boxes in the figure correspond to text nodes, and
white boxes represent elements.
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Figure 2.7: Example DOM tree

In order to build a DOM tree from a document, a user agent must first parse the source HTML or XML file. This
involves reading in all of the tags and text and constructing the node structure based on the contents of each tag. Once
the tree is in memory, it can be modified by the application or used for other purposes such as information extraction
or rendering of the document.

Many web browsers allow scripts included in the document to access and manipulate the tree. Once loaded, a page
can modify itself in response to user actions. Many websites use this ability to implement user interface features such
as drop-down menus and image roll-overs.

2.4.4 CSS

Style Sheets are a mechanism for providing style information for a document. They are useful for separating content
from presentation by allowing the appearance of various parts of the document to be specified separately from the
actual content itself. The most common form of style sheets used on the web today isCascading Style Sheets, or CSS
[51].

CSS style sheets consist of a number of style rules which specify values for display properties that apply to certain
elements in the document. There are many different properties that can be specified, including font size and colour,
paragraph borders, margins, and other aspects of visual appearance. An example style rule is given below:

P { width: 80%; color: red }

This states that allP elements in the document should take up 80% of the width of the page, and that all text within
the paragraphs should be drawn in red. Style rules can also match based on theCLASSattribute of an element. The
following style rule specifies that all paragraphs with a class ofabstract should be centre aligned:

.abstract { text-align: center }

Paragraphs can then be designated as abstracts, causing the properties in the style rule to be set:
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<P CLASS=”abstract”>

There are numerous other ways of matching property assignments to elements such as the matching of other attributes,
and particular types of relationships between elements.

In addition to using style rules, properties can also be set on individual elements. This follows a similar syntax to
style rules with the exception that the element name and brackets are omitted, since the element to which the property
assignments applies is already known from the context:

<DIV STYLE=”font-size: 12pt; background-color: blue”>

All style rules are written in a style sheet. This is either included directly within the head section of the document, or
stored in an external file and referenced from the document. The latter usage allows a single style sheet to be used for
multiple documents, for example when a consistent visual appearance is desired for all documents on a website.

The end result of applying a style sheet to a document is that for each node in the DOM tree, the value of every
display property is known. For XML documents this information is derived solely from the style sheet. For HTML
documents, the property assignments are also based on built-in rules included in the HTML specification, and the
values of attributes which have special meaning in HTML. For example, consider the following paragraph tag:

<P ALIGN=”center”>

The resultingP node in the DOM tree would have a value of1.33em for themargin property, which is specified
in the built-in HTML style rules. It would also have a value ofcenter for the text-align property, since this
corresponds to theALIGN attribute.

2.4.5 HTML Rendering

The mechanisms by which pages are rendered differs greatly between web browsers. However, the nature of the
process is determined to a certain extent by the structure and rules included in the CSS specification about how
document layout occurs. The size, position and presentation of document elements is determined by the properties set
on elements int he document, and the spatial relationships between them are affected by their relationships in the DOM
tree and certain other properties. The HTML and CSS specifications only specify required behaviour, not internal data
structures or algorithms. The rendering model described here is a combination of the requirements of the specifications
and the way in which they are implemented in the rendering engine used by the prototype.

The central aspect of the rendering model is the box model. The rendered output consists of a hierarchy of boxes,
each of which has its position and size calculated during the layout process. Each box has a set of properties associated
with it, derived from those of the corresponding element, and can contain other boxes. The rendered output can thus
be represented as a tree, with the highest node corresponding to the document element, and child boxes representing
each node in the tree, with some possible minor structural differences.

When laying out a document, the renderer creates a set of rendering objects, one per element1. These relationships
between these objects closely mirror those of nodes in the DOM tree. The type of rendering object created for a given
node is determined by thedisplay property. The other properties associated with the node are also set on the
rendering object and used for layout calculations and drawing purposes.

There are two main types of rendering objects:BlockandInline. Block objects are displayed as a single box, and
have a specific position and size. They always take up the full available width within the portion of the document
within which they reside, unless a different width has been specified via a CSS property. Inline objects can be split
over multiple lines, in which case they result in multiple boxes being drawn. The most common example of an inline
object is a text node, which can be split at word boundaries to cover several lines. Block objects can contain both
block and inline objects, but inline objects can contain only other inline objects.

1There are some exceptions to this, e.g. whendisplay: none is used to prevent an element from appearing in the rendered output.
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An example of a rendering object tree and the corresponding set of boxes is shown in Figure 2.8. Each object is
labeled with its type: BC = Block container, IC = Inline container, T = Text, LB = Line break, I = Image. The boxes
created during the layout process are shown to the right. Note that no rendering objects are created for theHEAD
element or its descendants, because these do not form part of the document content, and have adisplay property of
none implicitly assigned to them.

BCBC

T IC LB I

BC

T

T page

Please visit our home

HTML document

This is an example of a

Figure 2.8: Rendering tree

2.4.6 JavaScript

JavaScript, also known asECMAScriptor JScript, is a scripting language that is commonly used in web pages. It
provides access to a set of functions and objects which can be used to manipulate the contents of the page, and interact
with the user in various ways.

The language itself is a fairly typical object-oriented style programming language. It provides a number of standard
facilities such as expressions, functions, variables, literals as well as built-in routines for things like string manipulation
and mathematical calculations. It has also been used widely outside the realm of client-side web scripting for other
purposes, such as server-side scripting and application automation.

JavaScript code can either be included within a web page, or stored in an external file and referenced from within
a page. The code is typically executed in response to user actions such as mouse movements or button presses.
The actions performed by the code are determined by the page author, and may include things like bringing up new
windows, changing values of form fields, displaying dialog boxes or more complex actions such as adding or changing
the page contents via DOM tree manipulation.

2.5 Machine Learning

2.5.1 Probability Theory

In order to provide an understanding of the classification process described later in this document, it is necessary to
first develop an understanding of the theories and concepts that underly the discussion. Central to this is probability
theory, used widely in the area of machine learning and in particular Bayesian networks, which are used in this project.
While more detailed introductions are available in other sources [39], the basic concepts are summarised here.
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The probability of some expressionA being true is expressed as:

P (A)

For example, a degree of belief that the weather will be sunny today can be written as:

P (Weather = Sunny)

This probability is a value between 0 and 1. 0 means that the expression is known for certain to be false, 1 means
that the expression is known to be true, and values in between represent varying levels of certainty. If there is 50%
certainty that the weather is sunny then the value of the above expression would be 0.5.

In many cases, this probability is expressed relative to some other information that has been observed. This is
called aconditional probability, and expressed as:

P (A | E)

whereE denotes theevidenceobtained in relation to the situation. For example, to express the degree of belief that
the weather will be sunny today given that the temperature is hot, the following would be written:

P (Weather = Sunny | Temperature = Hot)

There are a number of basic rules of probability. Chief among these are the 3 axioms of probability:

1. 0 ≤ P (A) ≤ 1

States that the all probabilities are measured as a real value between 0 and 1.

2. P (True) = 1 andP (False) = 0

A probability of 1 indicates that the degree of belief is total, i.e. the expression is known for certain to be true.
Likewise, a value of 0 indicates that the expression is known to be false.

3. P (A ∨B) = P (A) + P (B)− P (A ∧B)

The probability of either A or B being true is the sum of the individual probabilities of A and B, minus the
probability that both are true.

The product rule specifies a relationship in which two expressions are true. This is defined as the probability that one
of the expressions is true, multiplied by the probability that the other expression is true given the first one.

P (A ∧B) = P (B) P (A | B) = P (A) P (B | A)

Continuing the previous example, consider the case where the probability of it being hot on a particular day is 0.4.
Based on evidence collected in the past, it is also believed that if it is a hot day then there is an 0.8 chance of it being
sunny. Substituting A forWeatherand B forTemperaturein the above example, the likelihood of it being both hotand
sunny on a particular day is given by:

P (Sunny ∧Hot) = P (Hot) P (Sunny | Hot)
= 0.4× 0.8
= 0.32

Using axiom (3) from above, and additional knowledge about the likelihood of it being sunny on any given day
(say 0.6), the probability of it being either sunnyor hot (or both) can also be determined:
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P (Sunny ∨Hot) = P (Sunny) + P (Hot)− P (Sunny ∧Hot)
= 0.6 + 0.4− 0.32
= 0.68

Another rule commonly used when determining probabilities is Bayes’ rule, which can be derived from the product
rule. This allows the probability of an observationA given certain evidenceB to be calculated from the individual
probabilities of the observation and evidence, combined with the probability of the evidence given the observation:

P (A | B) =
P (A) P (B | A)

P (B)

2.5.2 Bayesian Networks

When constructing probabilistic models of real-world systems, there are generally a number of variables involved
which represent different pieces of information. For example, when modeling weather conditions, the set of variables
used might beHumidity, WindSpeed, Temperature, Rainfall and Weather. Each of these corresponds to data that
can be observed from the natural environment. When attempting to calculate the probability of a particular variable
assignment based on observations of other variables, it is necessary to decide which variables to take into account and
how.

The simplest way of doing this is to use thejoint probability distribution, which specifies the probability of each
possible combination of values. Supposing thatRainfall had two allowable values and each of the other variables had
three allowable values, this would mean that joint probability distribution would consist of2 × 3 × 3 × 3 × 3 = 162
different combinations. A table such as the one below representing all of these combinations would thus have 162
different rows, and a large number of samples would need to be taken from the environment to get an estimate of the
probability of each different combination.

Humidity WindSpeed Temperature Rainfall Weather Probability

High High Hot No Windy 0.004
High Medium Warm No Sunny 0.031

Medium Medium Cold No Rainy 0.002
Low Medium Hot No Sunny 0.152
Low Low Hot Yes Rainy 0.091
... ... ... ... ... ...

Table 2.1: Joint probability distribution

In many cases, not all of the variables have direct relationships with each other. Modeling systems based on
the assumption that every variable is dependent upon every other variable is computationally expensive, because the
number of different combinations of possible values makes training and inference very time consuming, and requires
a lot of data to be collected to cover all possible cases. More commonly, each variable is assumed to be dependent
upon only a subset of the other variables.

A Bayesian networkis a structure which encodes these probabilistic dependencies. It consists of a series of nodes,
one for each variable in the model. Each node has a number of parents, which correspond to variables upon which the
node is dependent. The set of connections between the nodes forms a Directed Acyclic Graph (DAG).
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An example Bayesian network is shown in Figure 2.9. In this network, the variableWeatheris conditionally
dependent uponTemperatureandRainfall, andTemperatureis conditionally dependent onHumidityandWindSpeed.

RainfallTemperature

Humidity WindSpeed

Weather

Figure 2.9: A simple Bayesian network

Associated with each node is a conditional probability table. This is similar to the joint probability table above,
except that only the variables on which this node depends are included. The table shown below, associated with the
nodeWeather, uses a slightly different representation for probability estimates based on each possible combination of
values for the parents. Each row in the table contains the probabilities of each allowable value of the node, which add
up to a total of 1. This information can be used when determining the value of a variable based on observations for
each of the parents. For example, ifTemperaturehas the value Hot andRainfall has the value No, then there is a 0.8
probability that the weather will be sunny.

Temperature Rainfall P(Weather=Sunny) P(Weather=Windy) P(Weather=Rainy)

Hot Yes 0.3 0.3 0.4
Hot No 0.8 0.1 0.1

Warm Yes 0.2 0.6 0.2
Warm No 0.5 0.2 0.3
Cold Yes 0.1 0.4 0.5
Cold No 0.2 0.2 0.6

Table 2.2: Conditional probability table
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Chapter 3

Design

This chapter details the overall process and specific algorithms developed as part of this project and implemented in
the prototype system described in Chapter 4. While many of the ideas have been inspired by previous work in related
areas, the specifics of the processing performed are new to this project.

The purpose of the system is to reduce the amount of information displayed to the user at any one time. The
information displayed should consist as much as possible of content that is of most interest to the user. This means
that extraneous information such advertising, navigation and decorative page elements should be hidden from view,
and only the main content of the page and other relevant portions displayed.

The design is driven by four major goals:

1. Present the most relevant information

By analysing the document and determining which parts are likely to be of most interest to the user, the amount
of time required for the user to identify and navigate to the parts of the document they want read is reduced. This
is particularly important for low-resolution displays where such navigation may involve a significant amount of
scrolling.

2. Avoid information loss

Although parts of the page are hidden from view, they should still be accessible to the user. Facilities should
be provided which allow the user to select the parts of the page they want to view. By default, only the most
relevant portions should be displayed, with additional interaction required to view the other parts.

3. Take a best effort approach

Due to the wide variety of pages available on the web and the subjective nature of the graphic design process, it
is not possible to handle every conceivable type of page layout flawlessly. There will inevitably be cases where
a page has an odd layout or is significantly different from the types of pages that the system has been trained
to handle. The most realistic approach is to aim for a good level accuracy in as many cases as possible, while
recognising that some may be handled sub-optimally.

4. Provide fall-back options

In cases where it is found to be particularly difficult to split up a page or classify different parts of it, the user
should still be able to view the page in a usable manner. This can be achieved by providing a default display
which shows the entire page, so that all of the information can still be accessed in a reasonable, albeit less
convenient manner.
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The process undertaken when preparing a page for presentation consists of three stages:Segmentation, Classification
andPage extraction. Segmentation involves analysis of the page layout to identify areas containing sets of related ele-
ments, and constructing segments corresponding to these areas and the elements contained within them. Classification
is the process of determining which type of content is present in each segment, so that decisions can be made about
which of these should be displayed to the user. In page extraction, different views of the document are constructed,
each representing one or more segments based on the classification information. Additionally, a training process,
performed separately from these stages, uses sample data and manually specified classifications to build up the data
structures used in the classification process.

3.1 Segmentation

The segmentation process divides up the page into multiple, distinct segments. Each of these contains a group of
elements that reside near each other and serve a related purpose on the page. As a result of the process, each node in
the DOM tree is either associated with a particular segment, or with no segment at all. The latter set consists of nodes
containing only whitespace or decorative elements, or high-level nodes that cross the boundaries of multiple segments.
Those that are assigned to segments represent parts of the tree that can be excluded from a modified version of the
document, to hide the segments they are associated with.

Two main approaches can be taken to the problem of identifying segments within a HTML document. One is to
examine the DOM tree and pick out groups of nodes based on the names of elements and relationships between them,
or the amount of content present within a node [7]. This produces segments based on criteria such as relationships
between parent, child, and sibling elements, and the presence or absence of particular types of nodes such as tables or
lists. A common technique for page layout is the use of tables with each cell corresponding to a separate segment of
the document, so these can be identified by picking the contents of certain cells to be marked as segments.

The other approach is to consider the visual representation of the document instead of the DOM tree itself, and
perform geometric analysis to determine the segments. Characteristics such as position, size, colour, and borders of
elements are considered, as well as the spatial relationships between them. In this context, elements are grouped based
on their spatial proximity instead of locations within the tree. Extra data obtained from the rendering process, which
would not otherwise be available, can also be taken into account. Visual analysis is used extensively in the field of
OCR [5], where the only representation of a document available to the segmentation process is a scanned image.

Geometric analysis was chosen because it appears to be the most effective approach, given that it is more closely
aligned with the way in which a person would divide up the page when viewing it on screen. Segments correspond to
rectangular areas on the rendered page, rather than sets of nodes adjacent in the DOM tree which may reside at visually
distant locations within the graphical representation. Since a given visual appearance can be achieved using different
element structures with the appropriate use of style rules, it is better for segmentation to depend on the appearance of
the document rather than the way in which it structured internally. A page layout built using tables will be segmented
in the same manner as one constructed without using tables, as long as they look the same when rendered.

Most of the approaches taken to page segmentation for OCR purposes have focused on the identification of blocks
of content surrounded by whitespace on the page. This is based on the observation that the majority of printed materials
have a white background with black or coloured text and images overlaid on top. Segments are thus identified as
portions of the page separated by whitespace.

Web pages tend to differ from this model. Instead of segments being separated by whitespace, each usually has a
different background colour. Many sites use a white or lightly coloured background for the main area of the page, with
sidebars and the top or bottom of the page in a different colour. Instead of attempting to identify blocks of content
among a predominantly white page, the approach described here operates by detecting areas with different background
colours. Appendix B includes examples of pages designed in this manner, and the results of applying the segmentation
algorithm to them. Not all pages follow this design model; some do in fact use an all-white background or adjacent
segments with the same background colour, separated by borders. The segmentation process presented here does
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not take these into account, as they are less common than pages divided up using different background colours. The
challenge of dealing with such pages presents an opportunity for further research.

Another difference between the segmentation of HTML documents and printed material is that instead of analysing
the image pixel-by-pixel, it is possible to make use of already available information about which areas of the page
contain blocks of text. The extra step required in OCR of identifying these areas from on the image data is not
necessary here, because this information can be obtained directly from the HTML renderer.

3.1.1 Rendering

Before any segmentation can be performed, it is first necessary to load and render the document, so that information
about the visual representation of page objects can be obtained. This information is used to identify areas of the page
which are to be combined into segments. The process described here is based on the way in which the rendering
engine used in the prototype operates, and is separate from the segmentation algorithm introduced in the next section.
Other rendering engines operate differently, but produce essentially the same results.

The rendering process, depicted in Figure 3.1, includes a number of steps. While conceptually these can be
considered separate processes, in practice they effectively run in parallel to support incremental loading of pages.
When loading a page from a remote server, the portion of the page received by the client is parsed and rendered while
more data is arriving. The user typically sees the rendered page display updated several times as the page loads. This is
a benefit of the rendering engine’s architecture, which enhances usability when run as part of a standard web browser.
However, the segmentation process described here can only be run once the page has been completely loaded, since it
relies on information about the whole page. While this means that incremental loading provides no benefit in the usage
context of the system, it is useful to understand the concept when examining the how the rendering engine operates.

HTML source

Document style sheets

Default style sheet

Style rules

DOM tree

Rendering tree

Canvas

Box details

Parsing Rendering DrawingLayout

Figure 3.1: The HTML rendering process

The first step in the process is to initiate the retrieval of the HTML file from its source location, typically a remote
web server or the local file system. The HTML parser then begins to build up a DOM tree based on the contents
of the file. For every tag that is found, anElementnode is created with the appropriate tag name and attributes.
Characters residing between tags are placed intoTextnodes which are added as children of the element corresponding
to the enclosing tag. Element nesting occurs according to rules defined in the HTML specification, which specify
restrictions on what types of elements can be contained within others. In practice, many web pages do not conform to
these rules, so the parser must be very tolerant of errors. Invalid syntax is also common on a lot of sites; this is also
taken into account and corrected for during parsing.
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As the DOM tree is constructed, any style sheets included in or referenced from the document are loaded and
parsed to create a list of style rules. In addition to these, a built-in style sheet specifying default display attributes for
each standard HTML element is also loaded. The rule sets obtained from these sheets are combined together into a
data structure which represents the rules in a compact manner, and allows the set of properties for a given element to
be efficiently computed. The order in which the style sheets are parsed determines which rules have priority; rules
specified in later style sheets override those set earlier.

Once a set of style rules has been obtained, the CSS properties associated with each node in the tree are determined.
These are computed by examining the rule set and determining which rules match which elements, based on the
element name, attributes and relationships with other nodes. A style object representing the properties assigned to an
element is created based on the properties associated with all matching rules. These are subsequently used to determine
how to display the elements.

A tree of rendering objects is then constructed based on the nodes in the DOM tree. Thedisplay property of
each node determines which type of rendering object is created to represent the node, such as a table, list, image, form
control, text or container. Each rendering object has a different method for performing layout and display calculations,
and appears differently when drawn on screen. Normally, the value of thedisplay property is determined by the
default rules in the HTML specification; this results in the appearance of the elements being dependent on their name.

The layout process goes through the rendering tree and calculates the size and position of every rendering object
on the page. These calculations take into account many factors, including the available page width, the amount of
content present, style rules, relationships with other objects, and the value of CSS properties set for the object. The
specific rules for performing this process are detailed in the CSS specification [51].

Finally, the set of rendering objects and associated layout information is used to draw the page onto acanvas. The
most common type of canvas is the screen, where the page is displayed directly to the user. The canvas may correspond
to a printer, or an off-screen buffer used for generation of image files representing the contents of the page. It is at
this point that the information required by the segmentation process is obtained. For the purposes of this project, extra
code was added to the drawing process to obtain information about the size, position and background colour for each
of the boxes. Before segmentation is performed, the page is completely loaded and the drawing process is executed to
record this information.

3.1.2 Region Detection

Based on the set of box details obtained from the rendering process, the page area is divided up into a grid. Divisions
are placed at intervals along thex andy axes corresponding to the top, bottom, left and right sides of each of the
boxes. Each grid cell is marked with a colour corresponding to the background colour of the block box in which
the cell resides. This allows the segmentation algorithm to operate based on grid cells instead of pixels, reducing the
amount of time required to analyse the rendered output.

The grid is then analysed to identify rectangular regions that have the same background colour. Depending on the
page layout, there may be sets of adjacent grid cells with the same colour that do not form a rectangular shape. In this
case it is necessary to choose an appropriate division of the area into rectangles.

(a) (b) (c) (d)

Figure 3.2: Grid cells with possible region configurations
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Consider the grid cells shown in Figure 3.2. The set of adjacent grey cells is in a non-rectangular shape, so it is
necessary to divide the area up into multiple regions. There are four ways of doing this — each resulting in three
regions. The question then arises as to which of the configurations to choose. There are two criteria used in deciding
this:

• No region may intersect an inline bounding box.

An inline bounding box is the box that contains a series of consecutive inline objects, such as a sequence of text
nodes and images in a paragraph. The purpose of this constraint is to prevent the undesirable situation of having
a segment containing only part of a sentence or paragraph.

• Out of all valid rectangle choices for a given top-left position, the tallest is chosen

Most web pages use a column-based layout rather than a row-based layout. This gives preference to identifying
columns as regions.

Figure 3.3 shows the same set of cells with inline bounding boxes included, and the chosen region configuration. Since
the bounding boxes are in columns, configuration (b) is the only valid choice.

Figure 3.3: Grid cells and inline boxes, with the chosen region configuration

3.1.3 Region Merging and Segment Creation

Each segment on the page is made up of one or more regions. While most regions each go into a separate segment of
their own, in some cases it is desirable to combine multiple regions into a single segment. Some types of page layouts
contain logically associated adjacent regions with different background colours, such as those shown in Figure 3.4.
The segmentation process looks for some common spatial relationships between regions to find cases where merging
can be performed. These relationships are based on observation of common page design techniques and are intended
to cover the majority of cases.
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Figure 3.4: Distinct regions requiring merging

Each segment consists of one or more adjacent rectangular regions. In the general case, each region becomes a
separate segment. However, there are some cases where two or more regions can be merged together to form a single
segment:

• If two segments are vertically adjacent, and the top segment contains a single line of text and the bottom region
contains multiple lines of text, the two regions are merged. This is a way of dealing with the common technique
of having a block on the page with a body of text, and a title directly above associated with the block but having
a different background colour. This is known as atitle/body pair.

• Some pages have multiple regions with the same background colour that are vertically adjacent. An example of
where this can occur is a repeating set of table cells in a navigation menu with borders dividing the cells. These
are not initially identified as a single region due to the border divisions, however because no actual content is
present in the space between the regions, it is useful to merge them together. This helps avoid having a higher
than necessary number of segments on the page by collecting related regions in a sequence together.

This merging occurs after the merging of title/body pairs, to cater for a sequence of these pairs. An example
of a page containing this type of layout is shown in Figure 3.5. Region pairs{2, 3}, {4, 5} and{6, 7} are first
merged together according to the title/body rule. The 3 resulting regions are then merged to create a segment
containing2− 7, labeled sectionb. Regions 1 and 8 are each put into separate segments,a andc.
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Figure 3.5: Multiple repeating instances of title/body region pairs

3.1.4 Floats and Absolute Positioning

CSS provides two properties which allow content to be placed outside the main flow of text:float andposition .
If an element has thefloat property set to eitherleft or right , then all content within the element will reside in
a box that is placed against the side of the page, and text outside of the element will flow around it. This is commonly
done with images, but can also be applied to elements containing blocks of text and other objects. Similarly, if the
position property is set to eitherfixed or absolute , and coordinates are also specified for the element, then
the contents will be displayed at that location on the page, and superimposed on top of other content.

These cases present a special problem for the segmentation algorithm. Since region detection is based on combin-
ing adjacent grid cells and merging them into rectangles, elements which interrupt the flow or sit on top of a piece of
content intersect the segment. Without taking extra steps to deal with this, a segment containing a float or absolutely
positioned element would actually be split up into multiple segments. Additionally, the segment boundaries could
potentially cross those of inline boxes, which is an undesirable situation.

To deal with this problem, these elements are treated specially when identifying segments. At the start of the
process, before the page is divided up into a grid, all elements in the DOM tree which havefloat or position
set are marked asfloat roots, indicating that they effectively start a new sub-page within the current one. During
subsequent analysis of the page, these nodes are treated as if they didn’t exist in the document. The assignment of
background colours to grid cells only considers elements which do not have any ancestors that are float roots. Areas
of the page that contain left or right floats in the rendered output are treated as blank areas, and content that normally
is obscured by a positioned element placed on top is assumed to be completely visible.

Once segmentation has been performed on the main parts of the page, a new segment is created for each float root
in the document. Note that it is possible for these to be inside other segments, or even other float roots, so this may
result in segments that contain other segments. For the purposes of identifying which parts of the document belong
to which segments, content inside float roots is only considered to be in the float root’s segment, not in any segment
corresponding to a higher-level node in the tree.

3.1.5 Segment Representation

Once the physical dimensions of the segments on the page have been identified, it is necessary to determine the set
of DOM nodes associated with each. This is used for calculating information about the segment for classification
purposes, and to perform document modifications, as discussed in section 3.3.
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Consider the set of all nodes in the DOM tree, denotedN . Each nodeNi has associated with it a set of rendering
objectsOi which appear on the visual representation of the page. From the processes described above, the information
about the size and position of each segment is already known. By comparing the coordinates of each of the rendering
objects with those of the segment, it is possible to determine which of these reside in the segment. A rendering object
Oij is defined as being contained within a segmentSk if all of the following conditions are met:

contains(Sk, Oij) =

top(Oij) ≥ top(Sk)
∧ bottom(Oij) ≤ bottom(Sk)
∧ left (Oij) ≥ left (Sk)
∧ right(Oij) ≤ right(Sk)

Not all nodes end up being associated with a segment — such as those that contain only whitespace, or have only
descendants containing whitespace. When a segment is hidden from view, some of these nodes are removed from the
tree depending on where they lie. This is explained further in Section 3.3.

By maintaining a reverse mapping between rendering objects and nodes, the set of of nodes associated with each
segment can thus be obtained.

nodes(Sk) = {Ni | ∃Oij | contains(Sk, Oij)}

For efficiency purposes, each segment does not store the complete list of nodes associated with it. Instead, each
segment has a list of root nodes and a list of exclusions. The root nodes are those that have all of their descendants
assigned to the segment, with the exception of the exclusion nodes and their descendants. To illustrate this, consider
the DOM tree shown in Figure 3.6, with segment nodes shaded. Nodes 1 and 2 have all of their descendants in the
segment, while node 3 contains a descendant float root, node 4. Thus, the list of root nodes for the segment is{1, 2, 3}
and the exclusion list is{4}. The segment associated with the float will have a root list of{4} and an empty exclusion
list.

1

2 4

3

Figure 3.6: Segment nodes with an excluded float
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3.2 Classification

The classification process assigns aclassto each segment in the document indicating the type of information it con-
tains. It uses information about the segment as well as a Bayesian network constructed from previously supplied
training data to decide which class to use. The classifier is built during the training process, described in Section 3.4.
The set of available classes, denotedC, is listed in Table 3.1. Examples of each type of class are shown in Appendix
C.

Class Description

Content Main body content that is of primary interest to the user
Title The title of a document or a section within the document
Navigation Page elements related to site navigation
Advertising Banner ads and other advertising material
Logo Images and other decorative information prominent on the site
Sidebar Information provided on the page as “extra” information that may be of

interest, but is not part of the main body of text
ExtraInfo Extra pieces of information such as copyrights, disclaimers, help text etc.
Form Form controls for purposes such as login, registration and surveys
Decoration Page elements that are purely for decorative purposes and do not provide

any actual information

Table 3.1: Segment classes

The class chosen for a given segment depends on the values of thefeature variablesassociated with the segment.
Each feature variable represents a piece of statistical information relating to the segment’s appearance, and is derived
from both the DOM structure and visual rendering of all of the nodes in the segment. These variables are chosen to
give a reasonable indication of various aspects of the appearance, so that visually similar segments will be close to
having the same set of values for all variables. The set of variables is denotedV , with allowed(Vi) giving the set of
allowed values for a variableVi ∈ V .

For each segment, 273 different feature variables are calculated. Each of these represents one of three statistics
relating to one of the 91 element types defined in the HTML 4 specification [47], listed in Appendix A. For each
element type, the following is calculated:

• element- text

The proportion of characters in the text of the segment that reside in text nodes that are descendants of this type
of element. This variable ranges from 0–1.

• element- rendered

The proportion of the total rendered area of the segment corresponding to elements of this type or their descen-
dants. This variable ranges from 0–1. It is calculated for a fixed screen width of 800 pixels, since for many
pages the area taken up by certain elements depends on the width of the page.

• element- count

The number of elements of this type present in the segment

In order to use these variables with the classifier, it is necessary to represent them as a discrete number of values.
element- text andelement- rendered are real-valued variables ranging from 0–1. These are quantised over
a set of 5 values indicating both extremes of the scale, and ranges in between. While more advanced discretisation
methods are possible [52], the fixed ranges are chosen here for simplicity.
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element- text =


0 v = 0
1 0 < v ≤ 1

3
2 1

3 < v ≤ 2
3

3 2
3 < v < 1

4 v = 1

wherev is is the value obtained from the proportion. The same quantitisation is used forelement- rendered .
element- count is measured differently, as it comes from an integer value with no finite limit. Its value is

assigned as follows:

element- count =


0 v = 0
1 v = 1
2 2 < v ≤ 5
3 5 < v ≤ 20
4 v > 20

Again,v represents the original value, i.e. the number of such elements in the segment.
The type of classifier used here is thenaive Bayesclassifier [27]. It is a Bayesian network consisting of one

node corresponding to the class, and other nodes representing each of the feature variables. As shown in Figure
3.7, each feature variable node is causally dependent upon the class node, and no others. While this may seem an
oversimplifying assumption, the naive Bayes classifier has been found to produce results comparable to those of more
advanced Bayesian classifiers [11]. Additionally, its simplicity provides a significant advantage over other methods in
terms of ease of implementation.

V1 V2 V3 VnVn−1

C

Figure 3.7: Naive Bayes classifier

In order to classify a segment, it is necessary to know all values of the feature variables, as well as information
about the classifier constructed during the training process. Here,S is the set of all segments,vij is the value assigned
to variableVi in the segmentSi, and class(Si) indicates the class assigned to the segment during training. The
information built in to the classifier is as follows:

• ‖S‖
The total number of segments in the training set

• classcount(Cj) = ‖Si ∈ S | class(Si) = Cj‖ ∀Cj ∈ C

The total number of segments associated with each class

• valcount(Vj ,m) = ‖vij = m | 1 ≤ i ≤ ‖S‖‖ ∀Vj ∈ V,m ∈ allowed(Vj)

The number of assignments of each allowable value to each variable for the whole training set.
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• classvalcount(Ck, Vj ,m) = ‖class(Si) = ck ∧ vij = m | 1 ≤ i ≤ ‖S‖‖ ∀Ck ∈ C, Vj ∈ V,m ∈ allowed(Vj)

For each class, the number of assignments of each allowable value to each variable for segments in that class.

The class chosen is based on the most likely classification of the segment given the values of each of the feature
variables. That is, for each classCk ∈ C it is necessary to calculateP (class(Si) = Ck | vi1 . . . vin). The class with
the highest probability is chosen.

The probability of the segment being of a particular classCk can be determined from the individual variable
probabilities using Bayes’ rule:

P (Ck | vi1, . . . , vin) =
P (vi1, . . . , vin | Ck) P (Ck)

P (vi1, . . . , vin)

Since all variablesvij are conditionally independent, it is possible to calculate the probability based on the product
of the prior probabilities of each variable, as well as the probabilities of each variable given the classificationC:

P (vi1, . . . , vin) = P (vi1) . . . P (vin)
P (vi1, . . . , vin | Ck) = P (vi1 | Ck) . . . P (vin | Ck)

The prior probability of each variable is the proportion of segments in the training set which have that particular
variable assignment:

P (vij) =
valcount(Vj , vij)

‖S‖

And similarly for the probability of each variable assignment given the class:

P (vij | Ck) =
classvalcount(Ck, Vj , vij)

classcount(Ck)

The prior probability of a class is the proportion of segments in the training set that have that class assigned to
them:

P (Ck) =
classcount(Ck)

‖S‖

3.3 Page Extraction

A page extract is a partial view of a document which in which only certain segments are visible. When viewing a page
using this system on a small screen device, a series of page extracts is constructed containing different selections of
segments from the original document. Each extract contains all segments of a particular class. After loading a page,
one extract for each class is generated, and the extract containingContentsegments is initially displayed. This means
that when a user first views a page, they see only the main body of text on the page, and not peripheral information
such as navigation and advertising. The user interface provides mechanisms to switch to a different extract in order to
view the segments contained within it, so that all of the information on the original page is still accessible.

In implementation terms, a page extract is a separate document which contains copies of a subset of nodes from
the original document. The nodes included are those assigned to the relevant segments, plus certain additional nodes
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necessary for maintaining the layout and presentational aspects of the relevant parts of the page that are visible in the
original. While the selection of the former set is straightforward, determining which additional nodes must be included
requires extra analysis of the document. There are three reasons why this must be done: to maintain spacing between
segments, to ensure the same set of style rules are applied, and to obtain correct cell alignment in tables.

3.3.1 Spacing

Whitespace nodes are those that do not have any content, such as empty table cells or paragraphs. This also includes
spacer images, defined as having either a1× 1 size, or all pixels as a single colour. Because whitespace nodes do not
provide any actual information, they can can be removed without affecting the semantic meaning of the document.

However, in some cases it is desirable to keep these nodes, since they play a role in the layout of the document
and provide a visual separation between different parts of the page. In order to determine whether a whitespace node
should be included in a page extract, its position and size is compared with that of the segments that are to be displayed.
A node is kept if it resides either wholly or partially between an included segment and the edge of the page, or between
two included segments. Nodes which do not meet these constraints are not copied into the extract.

3.3.2 Style Rules

One of the factors determining the CSS properties set for an element are the rules matching its ancestors in the tree.
Certain properties in CSS are said tocascade, which means that if they are set on a particular node then they are
implicitly set on all descendant nodes. It is common practice to assign a set of style properties on an element high up
in the tree, so that all nodes under it have the same appearance. This allows a consistent appearance to be given to
portions of the document, without having to specify properties for each individual element.

When building a page extract, it is important to maintain these rules so that the appearance of the included segments
remains the same. If a node was included in the page extract by itself rather than inside its previous ancestor nodes,
its style information could be lost. Therefore, when selecting a node for inclusion it is also important to also select all
of its parent nodes. However, not all siblings are necessarily included — only those that meet the other criteria with
regards to segment visibility or whitespace inclusion are selected.

3.3.3 Cell Alignment

When constructing a page extract consisting of a subset of the cells in a table, it is necessary to include some of the
other cells in order to maintain the correct layout. The HTML table model isrow primary, which means that tables are
organised first by rows, and secondly by columns. That is, a table consists of one or more rows, each of which contains
one or more cells. When the layout of a table is calculated, columns are formed by cells that are in the same index in
each row. Removing a cell at the start of a row will offset all of the other cells in the row, changing the assignment of
cells to columns.

When reconstructing the table in the new document based on a subset of the cells, it is important to ensure that
cells that were in the same column in the original document stay in the same column in the page extract. Thus, if some
cells are not to be included, then depending on their position in the table it may be necessary to actually add them as
empty cells in the new table. This maintains the correct relationship between cells and columns.

Another complication is that HTML tables support cells with a row span or column span greater than 1. That is, a
given cell may take up multiple rows or columns. This also needs to be taken into account when deciding which cells
to copy over.
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3.4 Training

In order to perform automatic classification, it is necessary to first construct a naive Bayes classifier which is able to
classify segments based on information supplied during the training process. To build the classifier, a set of pages,
called thetraining set, is manually classified by a human in order to get some initial indication of what each of the
segment types look like. Each segment of each page in the training set is then analysed to calculate all of the feature
variables, which are then paired up with the manual classifications and used to construct a classifier.

The information collection from this is straightforward, since all that is required is to count totals for segments,
classes and variable assignments. The four sets of information listed in Section 3.2 are derived as follows:

• ‖S‖
A count of the number of segments. Not all segments in the pages in the training set need to be classified —
only those that have classification information provided are taken into account when building the classifier.

• classcount(Cj)

For each class, a separate count is kept which indicates the number of segments with that class assigned to them.
The result is an array of integers storing the counts for each class.

• valcount(Vj ,m)

For every possible feature value, an array of counts is stored corresponding to the allowed values of each vari-
able. Every time training information for a segment is processed, each array has one of its elements incremented.
The result is a two dimensional array of integers representing the number of assignments to each allowed value
of each feature variable.

• classvalcount(Ck, Vj ,m)

This is essentially the same as valcount, except the result is a three dimensional array. Each element of the first
dimension corresponds to the variable assignment counts for the appropriate class.

The training information is calculated based on two sets of information from the training set: the values of all feature
variables for all trained segments, and the classes manually assigned to each segment. The actual process of construct-
ing the classifier does not need access to any structural or visual information about the pages; in fact, it operates on
segments only and has no concept of pages. These variables are still calculated as part of the training process, but this
is done in an earlier stage, which is separate from classifier construction. For specific details of how this is achieved
in the implementation, see Section 4.1.
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Chapter 4

Implementation

In addition to the design, the other major part of the project was the construction of a prototype system to test out the
algorithms presented above. This was useful for both experimenting with and fine-tuning the algorithms, as well as
measuring their effectiveness by training against a set of sample data.

The system was implemented in C++ using the Qt widget set [35] and KDE libraries [21]. An existing rendering
engine, KHTML [22], was used to provide all of the facilities related to HTML parsing, DOM tree construction and
page rendering. Some minor modifications were made to the rendering engine to provide the segmentation and analysis
algorithms with additional information about the position and display properties of elements on the page. The analysis
and training files generated as part of the training process are stored in XML format. The code developed as part of
this project consists of around 4,000 lines. Figure 4.1 shows the user interface provided by the prototype.

The prototype operates by providing a list of pages from which the user can select, along with an area displaying
the page in either original or modified form. Upon selection of a page from the list, the corresponding page is loaded
and segmentation performed. The list segments is also displayed in the window.

There are three different methods of displaying the page, as shown in Figure 4.2. The user can switch between
these three methods at any time by selecting from a menu. These are:

• HTML display

Shows the HTML file in unmodified form, in the same manner as a normal web browser.

• Segmentation display

Shows a set of boxes that indicate divisions between segments that have been identified by the program, as well
as inline and container boxes corresponding to elements in the document. Options are provided to hide or show
certain box types, change the zoom level, and overlay the boxes on top of the rendered page.

• Modified display

Shows extracts from the documents based on the content assigned to different segment classes. For each class, a
tab is shown at the top, which, when clicked on, results in the segments of that class being shown. An additional
tab shows segments based on whether or not they have been selected for display by the user. Segments can be
hidden or shown by double-clicking on them in the segment list in the left-hand side of the window.

The features provided by the prototype are intended for providing assistance with debugging and testing the segmenta-
tion, classification, training and page extraction algorithms. They also provide a means of measuring the effectiveness
of the classifications made by the system on sets of test data.
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Figure 4.1: The prototype system
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Figure 4.2: Available display modes
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4.1 Training

In order to perform automatic classification of segments, it is first necessary to construct a classifier which is able to
make decisions about which class should be assigned to a given segment. This classifier is built using information
derived from a set of pages known as thetraining set, as well as training information provided by a user. Before
any of this can occur, the training set must first be obtained from various sites around the web, and should contain a
representative sample of the types of pages that are likely to be encountered in normal usage of the system. Details of
the sets of pages used for evaluating the prototype are given in Chapter 5.

The process of building a classifier is split up into three stages:Manual classification, Document analysisand
Classifier construction. The first two stages each generate a data file based on the information obtained during that
stage, and the third stage combines information from the two files and performs the final calculations necessary to
build the classifier. The training process is divided up in this manner due to the time consuming nature of the first
two stages, making it desirable to be able to perform them separately instead of each time automatic classification is
performed.

• Stage 1: Manual classification

In this stage, a user is required to go through each page in the training set and classify all of the segments.
A page is loaded by selecting it from the list; then, in the segmentation display, segments are assigned to a
particular class by right-clicking on the corresponding area of the page and selecting the class from the pop-up
menu that appears. Not all segments need to be classified; those that are omitted will not be taken into account in
the classifier construction process. The set of classifications is then saved to aclassification filewhich provides
input to the processing performed in the third stage.

Because manual classification can be a time consuming task for a large number of pages, it is not necessary to
complete it all in one session. The classification file can be saved at any time, and loaded again later on. Thus,
classification can be done in several sessions, and also updated later if any new pages are added to the training
set.

• Stage 2: Document analysis

The system iterates through all pages in the training set, loading each one in turn and calculating the values of
the feature variables for all segments. Once these have been obtained for all pages, the information is saved to
ananalysis file, which is used as input into the third stage of the training process.

The analysis stage can be performed on an automated basis, and requires no user interaction other than selecting
the appropriate menu item to start the process. Since it is independent of the manual classification stage, it can
be run again if the analysis algorithms are changed. This can be done before or after manual classification.

• Stage 3: Classifier construction

Once an analysis and training file have been created, they can be used to build a classifier. The details recorded
in the files about the feature variables and classifications of each segment are used to construct a naive Bayes
classifier, using the algorithm described in Section 3.4. The resulting classifier can then be used to automatically
assign classes to segments on subsequently loaded pages.

Since this process takes only a short amount of time, the classifier is kept in memory and not stored on disk. It
can be easily be rebuilt from the training and analysis files during a later invocation of the program.

4.2 Classification

In addition to the training facilities provided, the prototype can also run in classification mode, which simulates the
way in which a browser using this system would operate. The interface operates in much the same way as in training
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mode, except that when a page is loaded, automatic classification is performed and segment labels are assigned. By
switching the display area to modified mode, the user can see the page as it would be split up for display on a small
screen device, and switch between the different page extracts.

When switching to classification mode, the user must specify classification and analysis files from which the
classifier is to be constructed. These files do not have to correspond to the set of pages being used. This makes it
possible to examine one set of pages with a classifier built from another set. This is a useful way of investigating how
well the classification algorithm performs for unseen data.

Automated classifications are represented in the user interface in the same way as manual classifications. When
viewing the page with the segmentation display, labels are shown against each segment indicating the class chosen for
that segment. This information can be saved to a classification file in the same format as during the training process.
The resulting files can then be supplied to a file comparison tool such as the UNIXdiff command to manually
inspect differences between the automatic and manual classifications.

4.3 Measurement

While classification mode provides an interactive way of inspecting the results of automatic classification, measure-
ment mode allows a set of pages to be classified in batch. This allows quantitative results to be obtained to measure
the accuracy of classification.

Measurement mode operates with two sets of pages: a training set and a test set, both of which must have manual
classifications supplied for them. The training set is used to build a classifier which is then used to classify all of the
pages in the test set. The resulting classifications are then compared with the corresponding manual classifications for
the test set, to determine the accuracy of the classifier. If only a training set is supplied, this is used as the test set, so
that the classifier is used with data that has been trained with.

The output produced by this mode includes counts for all possible combinations of classes indicating the number
of times that segments trained against each class had each other class assigned to them during automated classification.
These can be then post-processed to determine information such as the precision and recall of the classifier, the two
measures of classification effectiveness described in Section 5.1. An example of the output produced by measurement
mode is given in Appendix D.

Running the program in measurement mode is very efficient, because it does not need to load any of the actual
pages in the test or training sets. All information necessary for training and measurement is contained within the
specified classification and analysis files.

4.4 Implementation Details

4.4.1 Segmentation

The description of the segmentation process given in Section 3.1 is a general overview of the tasks performed. It is
useful, however, to look at the process in finer detail to get a picture of how it is implemented in the prototype, and
how to perform segmentation in an efficient manner. A significant amount of effort was put into optimising the code
to get good performance, which was necessary due to the large number of pages being processed as part of the test
sets used for evaluation. For the majority of pages, the optimised segmentation process takes less than half a second
to run.

The particular implementation used here is specific to the classes and APIs provided by KHTML; if the algorithm
was to be implemented using another rendering engine, the data structures available for use would be different. Addi-
tionally, the prototype relies on certain modifications made to KHTML which provide access to internal information
not normally available via the public APIs. The implementation is thus dependent on a customised version of the
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library. Most of the ideas, however, could be implemented for other engines, as the main difference is the way in
which information about the rendered objects is obtained.

The main change was the addition of a new class,RenderInfo . This contains a single abstract method,box() ,
which is called by the renderer whenever it draws certain types of rendering objects, including images, text and con-
tainer boxes. The method takes a number of parameters specifying various properties of the rendering box, including
size, position and background colour. An additional method was added to the main view class of the rendering engine
to set the currentRenderInfo object associated with a document, and when the page is rendered,box() is called
for each relevant rendering object.

The central class used for the segmentation process isDocInfo , which represents all relevant information about
the document and set of segments. It includes methods corresponding to each of the different stages of the segmenta-
tion process, which are executed in sequence when a page is loaded. These are as follows:

1. getRenderBoxes()

Before the page can be divided up into segments, it is necessary to obtain information from the rendering engine
about objects on the page. This method gets the rendering engine to draw the page, and passes theDocInfo
object in as a parameter to collect the information.DocInfo is a subclass ofRenderInfo , so whenever an
object is found during the drawing process, theDocInfo::box() method is called which records the relevant
details. After drawing is complete, the result is an array ofRenderBox objects, each of which contains the
following information:

rect The coordinates and size in pixels of the object on the page
colour The background colour of the object
renderer The corresponding rendering object
type The type of box: one ofcontainer , text , image or form
floatRoot Whether or not this object has thefloat property set
inFloat Whether or not this object or one of its ancestors has thefloat property set

Note that it is possible to have more than oneRenderBox object per rendering object, for example when
multiple line boxes are generated for a text node.

2. determineGridIntervals()

This function iterates through all of theRenderBox objects and constructs two arrays of integers,xPoints
andyPoints , which contain a unique set of coordinates corresponding to the left, right, top and bottom of
each of the boxes. These determine which intervals the grid is divided into for use in later stages of the process.

As part of this process, four two-dimensional arrays are created which correspond to the grid cells:region-
Colours contains the background colour of each cell,inRegion stores boolean values indicating whether a
cell has been assigned to a segment, andjoinRight andjoinDown store boolean values indicating whether
or not there is an inline box partially covering the cell which continues on to another cell to the right or below.
The last three arrays are all initialised tofalse , andregionColours is initialised to white.

The use of a grid rather than pixels is mainly for optimisation purposes. Inspecting every pixel to find segments
would be computationally expensive, and since the page is known to contain objects in rectangular areas with
the same background colour, it makes sense to operate on a cell-by-cell basis instead.

3. colourCells()

TheregionColours array constructed in the previous step is populated by this function, by iterating over all
of theRenderBox objects and marking the appropriate grid cells with the colour of each box. The contents of
theRenderBox array is ordered by the sequence in which the objects were drawn on the page, so boxes present
later in the list that cover the same area as those earlier in the list will replace the colours set in the relevant cells.
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Boxes which have either theinFloat or floatRoot properties set are ignored for these purposes, since only
objects which are not floating or absolutely positioned are taken into account at this stage of the process.

4. findBoundingBoxes()

To avoid creating segments that intersect text and images, it is necessary to determine the bounds of each
collection of adjacent inline objects in the tree. As described in Section 2.4.5, the rendering tree is structured
with block and inline objects. Block objects can contain both inline and block children, while inline objects can
only contain other inline children. The subtree corresponding to each top-level inline box constitutes a set of
objects which must be kept together and all placed in the same segment.

The bounds of each inline group are calculated by taking the smallest top and left coordinates out of all of the
boxes, and the largest right and bottom coordinates. This results in an array ofBoundingBox objects, each of
which has the following properties:

rect The position and size of the bounding box, measured in pixels
gridRect The position and size of the bounding box, measured in grid cell coordinates
renderers An array of rendering objects that reside within the box
inFloat Whether or not this bounding box is inside an object with thefloat property set

As each bounding box is added to the list, thejoinRight andjoinDown arrays are updated. Each element
in these arrays corresponding to an area within the box is set to true, with the exception of the right-most column
of the box’s cells injoinRight , and the bottom row of the box’s cells injoinDown . These two arrays are
subsequently used to make decisions about which segments to choose, such that all of the grid cells assigned to
a segment must have all of their correspondingjoinRight andjoinDown values equal tofalse , ensuring
that no segment intersects the edge of a bounding box of inline objects.

5. identifyNextSegment()

Once all the information from the previous steps has been obtained, the process of assigning grid cells to seg-
ments can begin. The algorithm works by iterating through the grid in a left-to-right, top-to-bottom fashion.
A cursor is initially placed in the top-left cell, and works its way across and down the page in a left-to-right
fashion identifying sections as it goes. The position of the cursor is stored in the variablesregionStartX
andregionStartY .

Each segment initially starts off as being a single cell in the grid, at the current location of the cursor. The
bottom edge of the segment is moved down until it reaches a point where the background colour changes. If this
edge intersects a bounding box, which can be detected by inspecting the appropriate entries injoinRight and
joinDown , then it is moved up to the top of the bounding box.

Next, the section is widened as far as possible. The right-hand edge is moved to the right until it reaches a
column containing a cell with a different background colour, or the left edge of a bounding box which extends
beyond the bottom of the section. As with the bottom edge, if the right edge intersects a bounding box, then it
is moved back as necessary until it no longer intersects.

An example of this process is shown in Figure 4.3. The bottom edge moves down to a colour boundary (1), the
right edge across to another colour boundary (2), again on the next row up (3), across to the end of the page (4),
and finally back to the the left edge of the bounding box that extends beyond the section bottom (5).
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Figure 4.3: Segment identification

In the ideal case, the set of grid cells identified is then marked as a section. However, it is possible that the
section still intersects an inline bounding box because it could not be extended far enough to the right. If this
happens, the section bottom is moved up by one cell and the process of moving right beings again. In extreme
cases, this may result in the segment only taking up the original1× 1 cell that it started with.

Once a segment has been found that begins from the cursor position and does not intersect any inline bounding
boxes, the cursor is moved to the next available position in the grid. It first moves past the right edge of the
current segment, and upon reaching the end of the page goes to the next line and then right again until it finds a
cell that has not yet been assigned to a segment.

When a segment is identified, the set of rendering objects is examined to determine the list of nodes within
the segment. Each of these is then inspected to determine if there is any content actually in the segment. This
decision is made based on whether or not the segment contains any form controls, non-empty text nodes, or
images greater than10× 10 pixels in size. The segment is only added to the list if meets these criteria.

6. addFloatSegments()

Once all of the segments have been identified as described above, extra segments are added for any nodes in
the tree that have thefloat or position property set. Each of these has their own subtree which resides
outside the normal flow of rendering objects in the document, and is automatically assigned its own segment.
This means that segments can potentially overlap each other on the page, but the set of nodes associated with
overlapping segments is kept separate.

7. mergeAdjacent()

Finally, all of the segments created are inspected to determine the spatial relationships between them. There
are three criteria under which segments may be merged. Each of these is performed separately for all segments
before moving onto the next criteria.

The first case is when one segment is wholly contained within another, based on their relative sizes and positions
on the rendered page. This is an additional criteria added to deal with floats that are inside another segment
which do not cross the boundaries of that segment, and is used to deal with cases where there are a lot of floating
images present in a segment. The second criteria is title/body pairs, where one segment is directly above another.
For this merging to occur, the top segment must have only a single line box or a single text node, and the bottom
segment must contain more that one line box. The third criteria is the merging of vertically adjacent segments
with the same background colour, as described in Section 3.1.3.
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The result of this process is an array ofSegment objects, each of which has the following properties:

nodes The set of nodes associated with the segment. In cases where whole or partial subtrees of
nodes are present in the segment, only the top-level nodes are stored.

exclusions Top-level nodes of subtrees that donot reside within the segment, but whose ancestors are
present in thenodes list. These are added for floats that have their own segment.

boxes All of the RenderBox objects associated with the segment
rect The position and size of the segment, measured in pixels
gridRect The position and size of the segment, measured in grid cell coordinates
colour The background colour of the segment
floatRoot Whether or not this segment is associated with a node that has either thefloat or posi-

tion properties set

4.4.2 Segment Analysis

Segment analysis is the process of calculating the values of all feature variables for a segment. This is performed during
the training process when generating the analysis file for each page, and when a page is loaded in classification mode.
The set of values is stored in an array ofVariableAssignment objects, each of which contains the corresponding
value and a method for converting the proportional or count value into a quantised value that can be used with the
naive Bayes classifier.

The initial version of the analysis algorithm used a separate tree iteration for every element type, but this was found
to be inefficient due to the costs of traversal. Instead, the algorithm was modified to perform a single iteration over the
tree, calculating all of the values for the feature variables as it goes along.

For every element type, aTagSegmentInfo structure is maintained which stores variables that are used for
the calculation of feature variables, and are updated as the algorithm iterates through the tree. This structure has the
following properties:

matchingChars The number of characters found inside text nodes that are descendants of the element
type

matchingRegion A region object, which is a set of rectangles corresponding to the areas on the page
that descendant elements take up

count The number of elements of the particular type

Two additional variables are used for storing information general to the segment

totalChars The total number of characters inside text nodes in the segment
segmentBounds The bounding box of all rendering objects in the segment

A depth-first traversal of the tree is performed, and at each node, the global variables and theTagSegmentInfo
structures corresponding to the names of the current node and all ancestor nodes are updated. By the keeping the
names of ancestor nodes in a stack, the algorithm only has to consider a small number of element types at each stage,
instead of the whole available set. Additionally, theTagSegmentInfo structures are stored in a hash table, which
makes accessed to them very efficient.

For matching element types, thematchingChars variable is incremented by the number of characters if the
current node is a text node.matchingRegion is updated by adding the rectangle bounding all of the rendering boxes
associated with the current node.count is incremented only for the element type corresponding to the current node.
The globaltotalChars variable is updated in the same way asmatchingChars , and thesegmentBounds box
is extended to incorporate the area taken up by all rendering boxes associated with the node.

At the end of the traversal, the values of the feature variables for each element type can be calculated based on
the correspondingTagSegmentInfo structures. The proportional valueelement -text is simply the number of

48



matching characters divided by the total characters.element -rendered is the bounding box of all the rectangles
in matchingRegion divided by the area ofsegmentBounds . count is already at the correct value. Each of
these values is stored in the appropriate element of theVariableAssignment array, which is subsequently used
for training or classification.
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Chapter 5

Evaluation

Evaluation of the algorithms presented here was performed using the prototype implementation with several sets of
web pages. These pages were obtained from real-world websites, and were chosen in such a manner as to reflect the
types of pages that would commonly be viewed by mobile web users. The selection of pages was undertaken with the
aim of obtaining some pages that worked well with the segmentation algorithm, and others which did not work well,
in order to get a balanced view of the system’s effectiveness. The selection of pages was taken from 100 of the top
news sites, which are a popular destination for many web users, and also a more general collection of pages selected
on less specific criteria. Each page was manually classified, and then used for training and measurement.

Three sets of sample pages were used:

• news_articles

This set consists of pages containing articles from news sites. These are typically structured with a large body
of text in the centre corresponding to aContentsegment, with other peripheral information above, below and to
the sides. These pages typically have eitherSidebaror Navigationsections to the left and/or right of the content,
with ExtraInfosections at the bottom of the page, andLogoor Advertisingat the top or bottom.

These pages were specifically chosen for use as the primary set of test data because they are handled well by
the segmentation algorithm, and have well-defined segments that can be classified with little ambiguity. It is
important to have such a set of pages in order to evaluate the classification and training algorithms without
needing to be overly concerned about effects of poor segmentation or confusion about types of content. A total
of 100 pages with 1066 segments is included in the set.

Only one page per site was chosen, because the use of multiple pages with very similar sets of feature variables
has little impact on the input to the training process. This was confirmed with separate experiments measuring
the classification accuracy when training and testing on many pages with the same layout, which resulted in
almost perfect accuracy.

• news_frontpage

This contains pages taken mostly from the same set of sites asnews_articles, except using the front page of
each site instead of an actual article. The layouts of these pages are similar those of the articles, and in general
are structured in a reasonably logical manner, with well defined segment divisions and contents. The main
difference is that the segments of the page manually classified asContenttypically contain different structures.
While Contentsegments in article pages consist mainly of text and a small number of images, front pages of
sites often contain more pictures and links, and in some respects can be considered navigational elements as
well as body text. Despite this, they are marked asContent, because in this context they form the main part of
the page.
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This set was chosen to be more diverse in terms of the structures presented in each segment, while still retaining
a reasonable level of clarity as to which classes should be assigned to segments during training. Again, 100
pages, containing 1576 segments, were chosen from different sites.

• general

While the first two sets contain pages of a similar, well defined structure, thegeneralset contains a wider variety
of pages. These were obtained by downloading the first 100 results of a search performed on the keyword
“technology”. The set consists of a wide variety of pages, including company home pages, research projects,
university websites, articles, and product information, with a total of 713 segments. The layouts of these pages
are as diverse as the types of sites encountered, with some being information-rich, and others making heavy use
of graphics with little actual content.

While a few of the pages were well structured and came from complex, professionally designed sites such
as those used in the previous two sets, many had structures that were not handled well by the segmentation
algorithm. This resulted in pages that had segments containing several different types of content, and in some
cases a single segment that covered the whole page. Manual classification was also more difficult, because in
many cases there was significant ambiguity about which of the available classes should be chosen for a segment.
This can be partially attributed to the limited range of classes allowed by the system, but also because much of
the content on these pages did not fit into a well-defined category.

The purpose of including this set was to see how well the system performed on the wide variety of page layouts
found on the web, not all of which work well with the segmentation algorithm. These were expected to give
poorer results than well-structured pages, and were thus used to determine the impact that such pages would
have on the effectiveness of the system.

5.1 Classification Accuracy

The first task in evaluating the performance of the system is to determine how well the classifier determines classes
for segments that it has already been trained on. In this context, the same data set is used as both the training set
and the test set. Since the data is already known, this should theoretically give better results than when the two sets
contain different data. This is because of the way in which the naive Bayes classifier works; for a given class, certain
configurations of variable assignments have higher probabilities than others. The configurations which result in the
highest probabilities are based on those observed during training, so when classifying a page that has been used for
training the system, these configurations will be observed again. When testing with data separate from the training
set, as is done in subsequent experiments, the results are more dependent on how similar pages in the training and test
sets are. Thus, the focus on selecting the training set is to pick data that is likely to be as similar as possible to data
encountered by the classifier in real-world usage.

Two measures of classifier performance were used:recall andprecision[36]. Recall, denotedρ, is the probability
that if a particular class has been manually assigned to a segment during training, then it will be chosen by the
classifier. Precision, denotedπ, is the probability that if a particular class is chosen for a segment by the classifier,
then it is correct according to the class manually assigned during training. The difference between the two is that
recall refers to the degree to which the manual classifications are correctly repeated by the automated classifier, and
precision indicates how often the decisions made by the automated classifier are correct. A low precision indicates
the occurrence of a lot of false positives, because much of the time a given class is chosen for a segment, it has not
been manually classified as such. A low value for recall represents a large number of false negatives, where segments
that should be given a certain classification are not. Recall is the measure of most interest in this context because it
represents how good the classifier is at emulating the behaviour of a person performing manual classification.

Usingφ to represent the classifier, the recall of a classCj can be expressed in probabilistic terms as:
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ρj = P (classified(Si) = Cj | φ, trained(Si) = Cj)

The calculation of recall for a given data set is based on the number of segments that had the class manually
assigned, and of those, the number that also had the class chosen automatically by the classifier. By using the notation
‖X‖ to represent the number of elements in a set, the computation of recall can be expressed as follows:

ρj =
‖trained(Si) = Cj ∧ classified(Si) = Cj‖

‖trained(Si) = Cj‖
, i = 1 . . . ‖S‖

Similarly, precision is specified as the following probability measure:

πj = P (trained(Si) = Cj | φ, classified(Si) = Cj)

The precision of a particular class is obtained from the number of segments with the class chosen for them by the
classifier, and out of those, how many were also assigned the same class during training:

πj =
‖classified(Si) = Cj ∧ trained(Si) = Cj‖

‖classified(Si) = Cj‖
, i = 1 . . . ‖S‖

The overall accuracy of the classifier is obtained from a weighed average of all of the precision or recall values,
which is the same as:

Accuracy =
‖classified(Si) = Cj ∧ trained(Si) = Cj‖

‖S‖
, i = 1 . . . ‖S‖

The precision and recall obtained for each of the data sets is shown in Table 5.1. This also includes the results from
performing measurement on a fourth data set,combined, which contains all of the pages from the previous three sets.

Although the overall accuracy is not particularly high, and only moderate precision and recall were obtained for
most classes, some did give fairly good results.ContentandDecorationin particular had high recall values, which
can be attributed to the fact that all segments of those classes have reasonably similar values for their feature variables.
For some of the other classes, the appearance of segments can vary widely, and in a lot of cases the difference between
classes is hard to determine just based on the limited aspects of structure and appearance encoded in the feature
variables. The lowest accuracy was obtained for the combined data set, which had a much wider variety of segments
to classify than the others. The diversity in structure and appearance between pages in the three data sets makes it
harder to take into account all of the different factors which contribute to the classification of a segment. As expected,
the highest accuracy was obtained for thenews_articlesdata set, due to the fact that all of the pages it contains use
similar types of layouts.
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news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 83% 90% 62% 54% 84% 62% 64% 56%
Title 26% 56% 23% 50% 54% 70% 18% 36%

Navigation 88% 65% 74% 63% 55% 54% 71% 56%
Advertising 51% 46% 37% 35% 58% 67% 37% 39%

Logo 46% 56% 39% 41% 38% 45% 38% 34%
Sidebar 40% 65% 46% 49% 54% 69% 35% 39%

ExtraInfo 50% 60% 44% 48% 54% 58% 33% 40%
Form 79% 71% 68% 81% 74% 83% 73% 71%

Decoration 35% 81% 47% 85% 67% 83% 37% 77%

Accuracy 65% 56% 62% 52%

Table 5.1: Classification accuracy with test set= training set

The results shown above were observed when using exactly the same set of documents in the test and training
set. To provide a more robust measure of classifier accuracy, another experiment was performed usingsplit data sets,
in which the data set is divided up into two separate portions — one for training, and one for testing. The training
portions consisted of 90% of the original data, with the other 10% used for testing. 10 runs were performed for each
data set, each one using a different 10% for the test pages. This means that every page was tested once, as with with
the previous set, but the classifier used in each case was built using data from all of the other documents except those
in the group of pages being tested. This resulted in significantly lower accuracy for the classifiers, particularly with
thegeneralset which went from 62% accuracy to 39%. The results are shown in Table 5.2.

news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 55% 86% 48% 52% 53% 63% 55% 56%
Title 0% 0% 0% 0% 0% 0% 11% 3%

Navigation 78% 58% 62% 49% 37% 37% 64% 50%
Advertising 31% 27% 24% 20% 21% 22% 28% 34%

Logo 41% 38% 30% 30% 22% 21% 28% 24%
Sidebar 24% 34% 34% 39% 21% 18% 26% 29%

ExtraInfo 40% 47% 25% 25% 30% 28% 27% 32%
Form 72% 51% 63% 59% 44% 30% 68% 66%

Decoration 22% 47% 39% 66% 69% 76% 36% 67%

Accuracy 52% 43% 39% 45%

Table 5.2: Classification accuracy with split data sets

A number of interesting changes occurred in the results obtained for certain classes. The precision and recall of
Title segments went down to 0 in all but thecombined data set. This can be explained by the fact that there were
only a very small number ofTitle segments in the data sets, and the correct classification of a portion of them in the
previous experiment was because the classifier had already been trained to recognise segments with those particular
sets of feature variables asTitle segments. The nature of these tended to vary, with a number of different font styles
being used for titles, and some consisting only of a single image. Therefore, classification of unseen title segments
became much more difficult because the few samples that were provided varied too much.
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Data splitting had less of an effect on other types of segments. In particular, the percentage ofContentsegments
in news_articlesthat were correctly classified remained high, since there is a lot of structural and visual similarity
between these segments in the data set. TheContentsegments in the test sets were therefore very similar to those
on which the system had been trained, and thus had the correct classification assigned to them in the vast majority of
cases. However, precision went down a lot for the class, indicating lot of false positives where other segments had
been incorrectly classified asContent.

Results obtained from split data sets are more representative of those likely to be obtained during normal usage,
because in practice, a user would be unlikely to encounter the same pages that the system had been trained on. When
performing training, the samples used should ideally be representative of those that would be viewed in practice, and
therefore training on pages with common layouts is a good strategy for obtaining reasonable classifications. Training
the system on pages from many popular websites increases the chances that the training set will correspond closely to
the pages actually encountered during normal usage.

To determine how well the classifiers worked against different data sets, each possible combination of data sets was
tested. The results obtained are shown in 5.3, in which the following abbreviations are used: NA fornews_articles,
NF for news_frontpageand G forgeneral. As can be seen, most of the precision and recall values are less than 50%,
indicating that cross-usage of classifiers is not very effective under the conditions present here.

NA/NF NA/G NF/NA NF/G G/NA G/NF
π ρ π ρ π ρ π ρ π ρ π ρ

Content 50% 26% 60% 29% 40% 78% 63% 56% 25% 89% 30% 42%
Title 0% 0% 4% 10% 0% 0% 0% 0% 0% 0% 11% 14%

Navigation 61% 65% 28% 40% 87% 57% 31% 35% 56% 24% 53% 31%
Advertising 32% 31% 18% 33% 30% 32% 13% 29% 33% 9% 35% 16%

Logo 38% 34% 23% 11% 30% 32% 22% 11% 27% 35% 20% 33%
Sidebar 26% 32% 12% 16% 21% 34% 24% 23% 5% 12% 15% 23%

ExtraInfo 21% 26% 20% 32% 37% 29% 25% 28% 35% 26% 21% 20%
Form 63% 64% 50% 57% 71% 67% 55% 53% 50% 28% 44% 30%

Decoration 47% 65% 53% 53% 22% 55% 48% 58% 20% 39% 41% 48%

Accuracy 45% 32% 51% 40% 30% 31%

Table 5.3: Classification accuracy with test set6= training set

5.2 Class Merging

One of the main limitations to the set of feature variables used for classification is that it is based only on the structural
and visual characteristics of segments. Often when performing manual classification during the training process the
decision about which class to assign to a particular segment was based on additional factors such as the position of the
segment on the page, the textual content or nature of images, or the relationship to other segments. The latter occurred
quite often in situations where parts of the document that should ideally reside in the one segment were split up into
multiple segments due to the fact that they had different background colours, such as a navigation menu split into
multiple parts.

Because of these limitations, certain types of segments often got confused with each other. The results obtained
during the experiments described above showed a large number of classification errors where segments of one type
were classified as another. Certain segment classes have a lot of similarity between them in terms of how they look
on screen. For example, the difference between a logo and an advertisement is something that normally can only be
determined by looking at the image itself, and the distinction can usually only be made by a human.
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The segments most often classified as other types in thenews_articlesdata set are shown in Table 5.4. For most
classes, the mis-classifications that occurred gave no clear indication as to what type of segment each is most similar
to. A few, however, did have other classes that they were commonly confused with. The highest misclassification rate
is betweenTitle andDecoration— this is unsurprising given that many titles are constructed as images containing
words, which are difficult to tell apart from purely decorative images. However, this figure is based on only a small
number of sample segments, so it is difficult to draw conclusions from. Similarly, confusion betweenLogo, Advertising
andDecorationis evident, which is to be expected, since these types of segments usually consist only of images, and
the feature variables represent only the proportion of the segment taken up by images, not the content of the images
themselves.

Segment Misclassified as

Content Navigation4%
Advertising2%

Sidebar4%

Title Advertising11% Decoration33%
Navigation Content3%

Title 1%
Advertising3%
Logo6%

Sidebar9%
ExtraInfo10%
Form1%
Decoration3%

Advertising Content1%
Title 2%
Navigation13%
Logo17%

Sidebar7%
ExtraInfo7%
Form1%
Decoration4%

Logo Title 1.00%
Navigation8.00%
Advertising12.00%
Sidebar4.00%

ExtraInfo1.00%
Form6.00%
Decoration12.00%

Sidebar Content4.00%
Navigation5.00%
Advertising4.00%
Logo5.00%

ExtraInfo9.00%
Form3.00%
Decoration4.00%

ExtraInfo Content1.00%
Title 3.00%
Navigation14.00%
Advertising4.00%

Logo2.00%
Sidebar7.00%
Form2.00%
Decoration8.00%

Form Content1.00%
Navigation1.00%
Advertising0.00%
Logo4.00%

Sidebar12.00%
ExtraInfo1.00%
Decoration9.00%

Decoration Title 3.00%
Advertising10.00%

ExtraInfo6.00%

Table 5.4: Segment mis-classifications

TheContentclass was misclassified in only a small number of cases, with non-content segments rarely classified
asContent. For this reason, it was decided to perform another set of experiments in which the set of classes was
restricted toContentandOther. Based on the high division between classifications of the two, and the simplification
gained by placing all segment types that are not part of the main page content into a single category, this was expected
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to be an effective approach.
The classifiers for each data set were re-trained after modifying the prototype to accept only the two classes. This

experiment made use of the existing manual classification files by treating any segment not classified asContentas
having the classOther. The measurement process was run on each, and the weighted averages of precision and recall
were better than for the previous experiments. As can be seen from the results in Table 5.5, very high recall was
obtained for thenews_articlesset. The recall was also improved slightly for bothnews_frontpageandgeneral. The
weighted averages were significantly higher due to the much improved classification accuracy for theOther class,
which is to be expected, since this class represents the combination of different classes that were often misclassified
as each other. Table 5.6 shows the results of this strategy when using split data sets, as described previously. Only a
small decrease in accuracy occurred in this case.

The most relevant measure is the recall obtained forContentsegments, since this determines how effectively the
desired end result is obtained. That is, it determines how often a user will see the main content of a page when visited
in their web browser. Page extracts containing the other segments can be switched to after loading, and since these will
be accessed less frequently, the accuracy of their classification is less important. As long as the main page content is
identified correctly, this means that the overall aims are achieved. The high classification accuracy fornews_articles
provides a promising view of this, however it must be considered that in reality the classifier must be based on a wide
variety of pages, rather than a specifically selected set of well-structured pages. For normal usage, based on the results
obtained for the wider variety of pages in thegeneralset, a user can expect to see the main page content two out of
three times they visit a page. In other cases, they will have to switch to a different page extract to see the main body
of the page.

Grouping the other classes together results in only two page extracts being generated, rather than one for each of
the different non-content classes listed previously. Given that the user is normally going to be interested primarily
in theContentsegments, having all other parts displayed in the one extract is not a major problem. The only visible
difference is that instead of being able to jump to specific parts such asNavigationor ExtraInfo, the user will switch
to Other and have to scroll through all of the page elements contained there. Based on the relatively low expected
frequency of such actions, and the fact that the size of the extract is still smaller than the whole page, this is seen as
only a minor inconvenience.

news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 76% 92% 52% 63% 71% 67% 50% 64%
Other 99% 97% 89% 84% 84% 86% 90% 84%

Accuracy 97% 79% 80% 80%

Table 5.5: Classification accuracy after class merging

news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 60% 88% 44% 62% 52% 67% 46% 64%
Other 99% 93% 87% 79% 83% 79% 89% 83%

Accuracy 92% 74% 73% 78%

Table 5.6: Classification accuracy after class merging with split data sets

56



5.3 Additional Feature Variables

Observations made while manually classifying segments during the training process suggested that taking into account
spatial information related to each segment would increase the accuracy of classifications. The feature variables chosen
for use with the classifier, however, ignored these properties of segments. To determine the gains that could be made
from the incorporation of this information into the classification process, modifications were made to the prototype to
add extra feature variables representing this data. While the initial approach considered for representing the location
of a segment on the page was the position and size in pixels quantised over a fixed number of values, the spatial
relationships between segments were seen as preferable, since they are more closely aligned with the abstract structural
representation of the page. Four extra variables were added, each of which has a true or false value for each segment
Si:

• segment-above = ∃Sj ∈ S, top(Sj) < top(Si)
Marks the presence of another segment in the document that is wholly or partially above the given segment

• segment-below = ∃Sj ∈ S, bottom(Sj) > bottom(Si)
Marks the presence of another segment in the document that is wholly or partially below the given segment

• segment-left = ∃Sj ∈ S, left (Sj) < left (Si)
Marks the presence of another segment in the document that is wholly or partially to the left of the given segment

• segment-right = ∃Sj ∈ S, right(Sj) > right(Si)
Marks the presence of another segment in the document that is wholly or partially to the right of the given
segment

The resulting classification accuracy measures obtained after implementing this change are shown in Table 5.7 for
the same test and training sets, and Table 5.8 for split data sets as used in the previous two experiments. The results
show slight improvements in most cases, with the largest being a 15% increase in the recall ofContentsegments for
the general set. However, this increase was not seen when run with split data sets. The outcome from using these
additional variables suggests that other factors are limiting the accuracy obtained for the sample pages used. These are
discussed further in the next chapter.

news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 77% 92% 54% 65% 75% 82% 51% 65%
Other 99% 97% 90% 85% 91% 87% 91% 84%

Accuracy 97% 81% 85% 81%

Table 5.7: Classification accuracy after inclusion of spatial information

news_articles news_frontpage general combined
π ρ π ρ π ρ π ρ

Content 60% 88% 47% 63% 54% 68% 49% 66%
Other 99% 93% 88% 81% 83% 80% 89% 83%

Accuracy 92% 76% 74% 79%

Table 5.8: Classification accuracy after inclusion of spatial information with split data sets
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Chapter 6

Discussion

6.1 Limitations

The poor results found when classifying segments based on the original set of 9 classes can be attributed to three broad
types of problems: those related to segmentation, to classification ambiguity, and to the set of feature variables. Poor
segmentation results and the unclear purpose of certain sections of some pages cause the classifications to be incorrect
or ambiguous, and the limited set of feature variables used to encode various properties of each segment means that
certain information that would normally be taken into account by a human is ignored when performing automated
classification. While the merging of all non-content classes into one provides an effective way of working around
these problems, it would still be desirable to improve the classification accuracy for the larger set of classes so that
more page extracts can be produced, enabling users to more easily access the parts of the page they want to view.

6.1.1 Segmentation

The segmentation process is designed for certain types of pages which are well structured and have clear divisions
between different parts of the page based on background colours. While this is appropriate for some of the more
advanced page designs found on a lot of major portal and news sites, other sites use layouts that divide up the page
using different mechanisms. When segmentation is performed on these pages, the resulting set of segments is not
always optimal for classification purposes.

When performing training and classification, the assumption is made that the page is divided up into segments
which each contain only one type of information. Assigning a single class to each segment is therefore considered a
reasonable thing to do. However, the results of the segmentation process on some pages invalidate this assumption by
either selecting segments containing more than one type of information, or producing multiple segments that ideally
should be joined together. While some steps have been taken to deal with the latter problem, such as the merging of
title/body pairs, only the common cases are catered for; other situations exist where merging should occur but doesn’t
because of the layout or background colours of segments.

If multiple types of information are present in the one segment, it does not make sense to assign a single class to
the segment. This causes two problems. One is that during the training process, only one segment type can be selected,
and the system is trained to believe that all of the information present in that segment is of the specified class. The
classifier thus becomes polluted with partially incorrect training data, resulting in lower accuracy when the subsequent
classification results are measured. The second problem is that when automatically classifying a segment, only one
class will be chosen. For example, a segment containing both content and navigation elements may be classified as
Navigation, resulting in the segment being included in a secondary page extract instead of the primary extract. As a
result, the user will not see this content initially, and either miss it or be required to switch to the other extract in order
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to view it.
Having multiple segments that should ideally be merged together is less of a problem, provided that each individual

segment is assigned the correct classification. Since they will all be displayed together in the one extract, the distinction
will not be noticeable to the user. However, if they are classified as different types, their contents will be displayed in
separate extracts.

Another complication is that the segmentation algorithm assumes that divisions are based solely on differences in
background colour. Some pages use a single background for the whole page, with different sections being separated
by whitespace or images depicting lines. These divisions are not detected, resulting in another case of multiple types
of information being present in the segment. An entire page could thus be identified as one segment, even though it
may contain several different types of information.

These problems account for a large proportion of the classification errors found when measuring thegeneral
set, because a lot of the pages in the set have layouts that do not cleanly separate different parts of the page in the
manner expected by the segmentation algorithm. There were a number of pages that had only one segment which
covered the entire page, even though there were several different types of information present on the actual page. This
made manual classification difficult, and in many cases it was necessary to pick a class based on the type of content
most prominent in the segment, while recognising that other classifications would have also been appropriate. Since
the actual classification algorithm itself has been proven to be very accurate on the high-quality training data in the
news_articlesset, poor results obtained when measuring classification accuracy can be attributed to factors such as
these rather than problems with the classifier itself.

6.1.2 Classification

When performing manual classification, the decision about which class to assign to a segment is sometimes difficult
to make. In addition to some of the cases mentioned above, there are other situations where it is not always obvious
which class should be assigned to a segment, even if it does contain only one type of information. For example, a
set of links and images pointing to other sites could be considered to serve a navigational purpose, but if they are for
product promotion purposes they could be also considered advertising. If there are other types of elements such as
form controls, the segment could also be considered to be a sidebar. Whenever a confusing situation like this arises
during manual classification, the training that the system receives is based on information that is not necessarily 100%
correct.

One solution to the problem would be to extend the range of available classes. New classes could be added for
special cases where a segment is present for a particular purpose within the context of that site, such as displaying
the current date and time, or stock quotes. While being able to classify segments at this level of granularity would be
useful, the higher number of classes and the fact that the training and classification occurs based purely on structural
and visual properties of the segment would result in an even lower classification accuracy. This would defeat the
purpose of having the extra classes if they are rarely identified correctly in practice. Because of this, and also due to
the limited number of documents in the data sets used for evaluation, the set of classes was kept small. This allowed
each class to be trained on a reasonable number of sample segments.

As shown earlier, reducing the set of classes to justContentandOther produces much better results than having
a larger set of classes. This demonstrates that it is necessary to make a trade-off between the number of classes and
accuracy of classification. For the capabilities of the current algorithm and set of feature variables, it seems that
reducing the set of classes to two is the only way to get decent levels of accuracy. With additional improvements to
the segmentation algorithm and set of feature variables, it is likely that more classes could be supported while still
achieving good results.

It would be useful to determine the degree of ambiguity encountered when making manual classification decisions.
This could be done by having several different people perform the manual classification process, and comparing the
results. Segments which had different classes assigned by different people would thus be considered ambiguous, and
the classes chosen for them and the number of such segments would give a good indication of the percentage of errors

59



in the training data. This approach has been used previously in the area of image classification on web pages [14].

6.1.3 Feature Variables

The set of feature variables chosen to represent the properties of a segment has a significant impact on the classifi-
cation accuracy. It is important to choose variables which represent the sorts of information that is most likely to be
unique to each type of class. The variables used in the initial set of experiments were based solely on structural and
visual information about each segment, and considered segments as separate entities without taking into account the
relationships between them. The addition of the four spatial properties described in Section 5.3 made a step in this
direction, but still only provided a relatively simple view of how each segment fits in with the overall context of the
page.

During manual classification, the observation was made that many of the decisions about which class to assign to
a segment were based not just on its appearance, but on the semantics of the content and the relationship between the
segment and the rest of the page. The text and images included in a segment were often the deciding factor in which
class to assign, such as choosingNavigationif the segment contained links to other pages on the site, orAdvertising
if the links were to information on a sponsor’s site. Segments that were located next to or above other segments of a
particular class were often assigned the same class if it looked like they were related. For example, a title placed above
an ExtraInfo segment would also be labeled asExtraInfo, whereas a title with the same appearance placed above a
Navigationsegment would have that class assigned to it instead.

By adding extra feature variables which take into account more relevant properties of the segments, the classifica-
tion accuracy could be improved. Determining what these properties are, and finding out which of them have the most
impact on accuracy is an endeavor that could improve results. Text classification is probably one of the most useful
areas to explore, because classifying the textual content of a segment can provide an indication of its meaning. This
would result in feature variables representing the most common words in the document, an approach taken by many
document classification systems [40].

Most of the classification errors in thenews_frontpagedata set can be accounted for by the similarity in appear-
ance between different segment types. Many of the segments in this set that were manually classified asContenthad
a high degree of similarity toNavigationsegments, since much of the main body of news site front pages is a mixture
between content and navigation. The distinction was primarily based on the position of the segment on the page, with
segments in the middle of the page being classified mostly asContent.

6.1.4 Support for HTML Features

Some of the more advanced features of HTML complicate the task of performing segmentation and classification of
a page. For simplicity, these were not taken into account in this project, and support for the relevant features was
disabled in the rendering engine. Other features, specifically floats and positioned elements, have been dealt with in
the segmentation process, as described in Section 3.1.4.

Pages that use frames break the paradigm of a single document per page. Instead of having one DOM tree and
rendering area that can be analysed, a page containing a frame set consists of multiple documents. While segmentation
and classification could be performed on each of the frames individually, the question arises as to how to present the
segments as page extracts. One option would be to combine segments from multiple frames into one document.
Another possibility would be to display each of the frames in their original size and position, but with the documents
in each individual frame modified to only show the appropriate segments. While both of these are options that could
possibly be made to work effectively, for simplicity they were not considered here.

Inline frames, specified by theIFRAME tag, present a similar problem. They allow another document to be
embedded in a scrolling window inside the main document. A document inside an inline frame may contain multiple
segments, and a decision would need to be made as to whether these are to be incorporated into the main document
for the purposes of segmentation, or to be treated separately. Again, these were not taken into account in this project.
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The use of JavaScript also raises questions about how page extracts should be generated and displayed. The system
described here performs segmentation and classification at document load time. It is possible for a script embedded in
the document to modify the structure after loading, potentially in ways which would alter the results of this processing
were it to be performed again. This means that after such modifications, the page extracts into which the document
has been split up may no longer correspond to the optimal choice provided by the initial processing. An example of
this is a page displaying a pop-up layer containing some information in response to a user hovering the mouse pointer
over a hot spot on the page. This extra layer would most likely be desirable to see on the main extract, however, if the
content has been newly added to the document, or was not previously visible, then it would not appear there.

Re-segmentation could potentially be performed after each modification, provided the algorithm can be optimised
to the extent that it does not significantly inhibit script execution times. However, the implications to the user interface
may be undesirable. Depending on the modifications, it may result in whole segments being added or removed,
causing the displayed portion of the document to change in non-intuitive ways. In addition, such effects are commonly
intended with a very specific visual appearance in mind, which may not fit in with the way that the layout has been
tailored for the small screen.

6.2 Implementation Considerations

There are a number of additional issues that would need to be taken into account when implementing the ideas pre-
sented here in a production system. The software written as part of this project was designed for use only with local
copies of pages, and operation on a desktop computer with a high speed network connection and powerful display
and processing capabilities. Implementation on a low-powered, hand-held device would need to work within the
limitations of the hardware and embedded operating system.

A common approach to dealing with the limited processing capabilities and slow network connections of such
devices is to use an intermediate proxy server that sits between the client and web servers. Transcoding is performed
at the proxy, and the client receives the modified pages instead of having to do the processing itself. Using this
approach for performing segmentation and classification would require significant functionality to be added to the
proxy server. The proxy would need to actually render the page itself so that segmentation can be performed, which
would require the incorporation of a HTML rendering engine into the proxy. The client would then receive only the
chosen page extract, and would make additional requests to the proxy if the user chose to view a different extract. In
this situation, the simplest way to implement navigation between page extracts would be to include links at the bottom
of the HTML code of the modified document; this would allow the standard HTTP communication mechanisms to
be used. However, if the client was to have the selection of page extracts built-in to the user interface in another
manner such as a menu or separate tabs, it may be necessary to send the extract list separately rather than as part of the
main HTML code, which would require either a custom protocol or an extension to HTTP such as additional response
headers.

This user interface decision is also an important consideration. Incorporating the ability to switch between different
extracts into the interface would provide a more seamless and intuitive way of viewing different parts of the page than
just including a list of links. For devices such as mobile phones with very limited controls, this could be implemented
as scrolling through a list, allowing the user to move back and forth through the list of extracts. Devices with better
capabilities could present the extracts as a series of tabs at the top of the screen, or as a pop-up menu that appears
on screen when the user wants to visit a different part of the page. Displaying thumbnails of each extract in a similar
manner to WEST [44] would be another potentially effective approach, and would also give a good way of viewing
the overall page structure before drilling down to a specific part.

While the approach of performing segmentation and classification on the proxy adds extra overhead to the pro-
cessing performed on the proxy server, it is still likely to be a practical solution. The cost of rendering a HTML file
and performing segmentation and classification is significantly higher than that of just transferring the page, and it is
difficult to make quantitative estimates of the performance impact. However, it is not likely to cause a major slow-
down, given the capabilities of modern hardware, and the fact that the results of segmentation and classification can
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be cached in the same manner as the pages themselves. Additionally, the performance of CPUs included in mobile
devices is rapidly increasing, and many products introduced within the last year or two are already capable of handling
this type of processing quite easily by themselves. The proxy approach is therefore mainly an advantage for older, less
capable devices.

6.3 Suggestions for Future Work

6.3.1 Segmentation

The segmentation process should ideally be able to recognise divisions in the page other than those based on changes
in background colour. Some pages use an all-white background with text placed in blocks representing different parts
of the page. Identifying long horizontal or vertical blank areas between text would provide a means of distinguishing
one block of text from the other, and depending on the amount of spacing between blocks, these could be divided
up into different segments. This is more in line with the techniques used in OCR, where scanned pages of text are
analysed to find paragraphs and diagrams [2].

Other pages use different methods of separating out sections. Some pages use a horizontal rule, specified by the
HRtag, to indicate a break in the page. Others use long, thin, vertical images between columns to indicate divisions.
It would be beneficial to conduct additional research on common page designs, by examining materials on web design
such as books and articles, and through observation of pages found on the web. It is likely that most of these cases
could be dealt with in a similar manner to the segmentation algorithm introduced here, with the addition of extra rules
for detecting divisions on the page and for merging segments together.

6.3.2 Classification

The decisions made during manual classification took into account a number of factors other than just the visual
appearance of the segments. This included the different components present in the segment, the meaning of the text,
the purpose of links, the relationship to other segments, and other pieces of information. By representing these details
as additional feature variables, the classifier would be able to make more informed decisions. If these variables are
carefully selected to include information that effectively encodes unique properties common to segments of a particular
class, then the accuracy of classification is likely to increase.

Hard-coded rules could also play a part in the appropriate choice of class. For example, a rule specifying that all
segments containing a single image located at the top of the page were to be classified asLogocould be used in cases
where the choice based on the training data is unclear. If the classification probabilities of two or more classes were
roughly equal, then the classifier could fall back to these rules to find an appropriate class.

Allowing multiple classifications per segment is another approach that may be useful in dealing with the fact that
some segments contain multiple types of content. Some of the pages inspected during the evaluation phase, particularly
in thegeneralset, contained segments with combined logos, navigation bars and advertising. It was only possible to
select a single class for these and often a decision had to be made arbitrarily. If these were marked with each of
the classes that the segment did contain, then the resulting decisions made by the automated classifier would likely
include these types. The page extraction algorithm would then include the segment in the extract for each class that
was selected for the segment. The classifier would operate based on a separate Bayesian network for each class, and
the result of each would be a boolean value indicating whether or not the class matches based on the supplied feature
variables.

While the current approach attempts to identify the main body of content within a document based on segment
classification, it may be possible to determine this information in other ways. Many sites use the same layout for all
pages, or at least a large subset of pages. If, by retrieving several pages from the same site, common sets of elements
are found to be present in each, these could be marked as non-content elements. Examples of these include navigation
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menus, logos and copyright statements. The main content of interest on each page will not be the same on all pages,
therefore page elements that are unique in the set can be marked as such.

This information could also be fed back into the training process. If the set of available segment types was restricted
to {Content, Other}, this would allow for automatic training of the system, where parts of the pages that are different
are marked asContent, and parts that are the same between pages are marked asOther. Such a capability could be
harnessed to perform training on much larger collections of documents than would be possible manually. Whether or
not this increases the resulting classification accuracy would be an interesting question to pursue.

6.4 Other Useful Applications

Finally, it is worth considering the ways in which data obtained from the classification process can be used for other
purposes. There are a number of areas where it can be of benefit to know the importance of one piece of content
relative to another. An example is during the indexing process performed by a search engine. Many search engines
consider content in certain parts of the document, such as title and meta tags, to be of higher importance than others.
Having a classification label for each segment would allow words in some types of segments to be considered more
relevant than others, improving the results by ranking documents containing the query terms in important segments
above others.

The classification data could also be of use in text-to-speech web browsers, commonly used by the visually im-
paired. Many existing systems read the page out loud in a top-to-bottom fashion, which in some cases requires the
user to listen to long lists of navigation links or other information before getting to the main body of content on the
page. These systems could use the classification label of each segment to determine which parts of the document to
read first, so that the less relevant content is only read later, or not at all.
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Chapter 7

Summary and Conclusions

7.1 Summary

This project has achieved a number of objectives, centred around the overall goal of improving the user experience on
hand-held web browsing devices. While the algorithms and software developed are a long way from being at the level
necessary for implementation in a real-world system, significant progress has been made in the area which, along with
further developments, has the potential to provide an eventual benefit to end-users. The specific outcomes achieved
are as follows:

• Introduction of segmentation and classification algorithms

A new algorithm was proposed for splitting up a web page into different segments based on geometric informa-
tion from the rendered document. This differs significantly from many past approaches which have chosen page
divisions based solely on structural information from the HTML source code or DOM tree. The visual repre-
sentation of a document provides a better source of information for segmentation purposes because it is more
closely aligned with what the user sees. This algorithm has been shown to be very effective on well-structured
pages, although it does not perform as well on pages with less inherent structure.

The classification process leverages existing work in the area of machine learning, specifically Bayesian classi-
fication. It applies these techniques to the problem of classifying segments, based on feature variables derived
from both structural and visual information relating to the segments. While this has been used with other types
of documents in the past, the context in which the classification algorithms are applied and the way in which the
feature variables are calculated are specific to this project.

• Means of extracting sections of documents

After segmentation and classification, the next stage in the processing of pages is the transformation of docu-
ments into a manner suitable for display. Mechanisms were presented for extracting subsets of the document
based on portions of the DOM tree associated with each segment, and maintaining formatting attributes and
other related elements necessary for preserving as much of the original layout as possible. This is a necessary
step in viewing documents on the target devices and essentially provides a bridge between the document analysis
procedures and what the user actually sees on screen.

• Implementation of a prototype system

The segmentation, classification, and page extraction algorithms were implemented to provide a means of test-
ing and evaluating their effectiveness. The implementation used existing libraries to handle the parsing and
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rendering of HTML files, and made use of information provided from these to obtain structural and visual repre-
sentations of the document. Through testing with pages obtained from various parts of the web, the algorithms
were fine-tuned and optimised to deal with cases not predicted in the original design, such as certain layout
techniques. The resulting system also provided mechanisms for performing training and classification of test
data, and obtaining measurements about classification accuracy which were used for evaluation.

• Evaluation of algorithms against sample data

A study was carried out to determine the effectiveness of the prototype system on a set of sample pages taken
from the web. These were chosen to be representative of the sorts of pages that were likely to be encountered
by users of the system, and were used to obtain a general impression of how well the system works in practice.

Results from some of the tests lead to the investigation of additional ways to improve the classification accuracy,
specifically class merging and the inclusion of additional feature variables derived from spatial relationships
between segments. These were found to give improvements in classification, resulting in an overall accuracy of
79% for the combined data sets.

• Identification of limitations and areas for further improvement

While the results obtained after class merging may seem promising, it is important to note that the classification
of segments into a larger set of classes achieved a significantly lower level of accuracy. The use of only two
classes is an acceptable way of dealing with this problem, but being able to correctly classify a larger number
of segment types would result in better usability. Based on observations made when performing manual classi-
fication, a number of factors were identified which limited the ability to distinguish between different types of
segments and choose an appropriate class. Some of the assumptions made by the segmentation algorithm do not
hold on all pages, and improvements in this area could also aid in providing appropriate classification.

One of the biggest aspects of the page analysis process needing improvement is the segmentation algorithm. Progress
has been made in identifying a method which obtains good results on many pages, but it is clear that further inves-
tigation is needed into the types of page layouts in common use around the web. Layouts that need to be dealt with
include those using a predominantly white background with borders and other divisions between segments, and pages
which are not of a content-centric nature, such as those used as front pages of sites that serve mainly navigational
purposes. The work done here serves as a useful basis for developing further techniques to deal with these cases. Such
techniques can subsequently be integrated with the overall model of page analysis and modification presented here.

The other main area where further research is needed is the identification of appropriate feature variables for
encoding information about individual segments. While performing manual classification, it became evident that
the definitions given for each class need to be clearer so that classification decisions can be made more easily, and
possibly extra classes added to cater for other types of segments. It was also noted that the set of feature variables
calculated during segment analysis needs to cover a wider range of properties of the segment. The fact that the
segments can be identified effectively by a human suggests that the addition of extra feature variables could produce
better results. Semantic information about the meaning of each segment could play a role here, and the integration
of text classification techniques with the existing processes is likely to improve the effectiveness of training and
classification.

Structural analysis of web pages is a complex area in which many factors play a part. The variety of page designs
throughout the web, and the purposes for which they are used suggest that much further work needs to be done in
this area before a full understanding can be gained about how to divide up web pages into distinct parts. This project
has made some small steps toward this which hopefully provide some insight into useful approaches to the problem.
Additionally, it has demonstrated applications for segmentation and classification in the area of web browsing on small
screen devices.
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7.2 Conclusions

The problem of finding an effective way of displaying web pages that takes into account the hardware limitations of
hand-held devices is a challenging one. The development of the web through the 1990s saw a major focus on desktop
usage, resulting in the vast majority of sites being targeted at powerful computers with high-resolution displays. Ad-
vances made by mobile phone and PDA manufacturers, combined with increasing demand by many people for access
to the web anytime, anywhere means that there is a significant need for improved usability in these devices.

This project has investigated one approach to displaying web pages which involves the modification of document
structure to present a subset of the information normally included in a page. While the approach has found to be
reasonably effective, it is clear that much more work is necessary before it is ready for end-users. Many issues need to
be addressed concerning the analysis and classification of web pages, as well as dealing with a wider variety of page
layouts. Additionally, support for some of the more advanced functionality provided by modern web browsers needs
to be integrated with the way in which pages are analysed, modified and presented.

The ideas introduced here have the potential to be used as a basis for future research in the area. It is hoped that
these will lead to improvements in the way that web pages are analysed, and the way in which structure is used to
provide new functionality in web browsers. In particular, analysis based on visual aspects of a rendered document has
achieved relatively little attention in the past, and the exploration of this concept here provides insights which may be
useful in a range of areas in addition to that of small screen rendering. Further research incorporating these ideas and
others will hopefully result in useful advances in the field.
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Appendix A

HTML Tags

A ABBR ACRONYM ADDRESS
APPLET AREA B BASE
BASEFONT BDO BIG BLOCKQUOTE
BODY BR BUTTON CAPTION
CENTER CITE CODE COL
COLGROUP DD DEL DFN
DIR DIV DL DT
EM FIELDSET FONT FORM
FRAME FRAMESET H1 H2
H3 H4 H5 H6
HEAD HR HTML I
IFRAME IMG INPUT INS
ISINDEX KBD LABEL LEGEND
LI LINK MAP MENU
META NOFRAMES NOSCRIPT OBJECT
OL OPTGROUP OPTION P
PARAM PRE Q S
SAMP SCRIPT SELECT SMALL
SPAN STRIKE STRONG STYLE
SUB SUP TABLE TBODY
TD TEXTAREA TFOOT TH
THEAD TITLE TR TT
U UL VAR
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Appendix B

Segmentation Examples
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Appendix C

Segment Classes

ExtraInfo

Logo

Title

Sidebar
Navigation

Content

Form

Advertising

Decoration
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Appendix D

Measurement Output

# ./cabrowser -m -a news_articles/an.xml -c news_articles/training.xml
Running in measurement mode
Training set analysis file: news_articles/an.xml
Training set classification file: news_articles/training.xml
Test set analysis file: news_articles/an.xml
Test set classification file: news_articles/training.xml
www.arabicnews.com_ansub_Daily_Day_031017_2003101704.html.war

Segment 0: trained=Logo classified=Logo
Segment 1: trained=Content classified=Content
Segment 2: trained=Navigation classified=Navigation
Segment 3: trained=Navigation classified=Navigation
Segment 4: trained=Form classified=Form
Segment 5: trained=Navigation classified=Navigation
Segment 6: trained=Advertising classified=Advertising
Segment 7: trained=Advertising classified=ExtraInfo
Segment 8: trained=Advertising classified=Advertising

greenvilleonline.com_news_2003_10_17_2003101717107.htm.war
Segment 0: trained=Logo classified=Logo
Segment 1: trained=Navigation classified=Navigation
Segment 2: trained=Navigation classified=Sidebar
Segment 3: trained=Content classified=Content

www.philly.com_mld_inquirer_news_nation_7023679.htm.war
Segment 0: trained=Logo classified=Logo
Segment 1: trained=Form classified=Form
Segment 2: trained=Advertising classified=Logo
Segment 3: trained=Navigation classified=Navigation
Segment 4: trained=Content classified=Content
Segment 5: trained=Navigation classified=Navigation
Segment 6: trained=Navigation classified=Navigation
Segment 7: trained=Navigation classified=Navigation
Segment 8: trained=Navigation classified=Navigation
Segment 9: trained=Navigation classified=Navigation
Segment 10: trained=Advertising classified=Advertising
Segment 11: trained=Navigation classified=Navigation
Segment 12: trained=Navigation classified=Navigation
Segment 13: trained=Navigation classified=Navigation
Segment 14: trained=Navigation classified=Navigation
Segment 15: trained=Form classified=Form
Segment 16: trained=Navigation classified=Advertising
Segment 17: trained=Navigation classified=Navigation

www.sciencenews.org_20031018_fob4.asp.war
Segment 0: trained=Navigation classified=Navigation
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Segment 1: trained=Sidebar classified=Sidebar
Segment 2: trained=Sidebar classified=Content
Segment 3: trained=Content classified=Content
Segment 4: trained=Decoration classified=Advertising
Segment 5: trained=ExtraInfo classified=ExtraInfo

www.sfgate.com_cgi_bin_article.cgi_f__c_a_2003_10_19_BALCO.TMP.war
Segment 0: trained=Content classified=Content
Segment 1: trained=Advertising classified=Advertising
Segment 2: trained=Sidebar classified=Sidebar

www.techweb.com_wire_story_TWB20031017S0010.war
Segment 0: trained=Navigation classified=Navigation
Segment 1: trained=Content classified=Navigation
Segment 2: trained=Sidebar classified=ExtraInfo
Segment 3: trained=Advertising classified=ExtraInfo
Segment 4: trained=ExtraInfo classified=Sidebar

....

expected=Content actual=Content count=89
expected=Content actual=Title count=0
expected=Content actual=Navigation count=4
expected=Content actual=Advertising count=2
expected=Content actual=Logo count=0
expected=Content actual=Sidebar count=4
expected=Content actual=ExtraInfo count=0
expected=Content actual=Form count=0
expected=Content actual=Decoration count=0
expected=Title actual=Content count=0
expected=Title actual=Title count=5
expected=Title actual=Navigation count=0
expected=Title actual=Advertising count=1
expected=Title actual=Logo count=0
expected=Title actual=Sidebar count=0
expected=Title actual=ExtraInfo count=0
expected=Title actual=Form count=0
expected=Title actual=Decoration count=3
expected=Navigation actual=Content count=12
expected=Navigation actual=Title count=7
expected=Navigation actual=Navigation count=310
expected=Navigation actual=Advertising count=15
expected=Navigation actual=Logo count=28
expected=Navigation actual=Sidebar count=42
expected=Navigation actual=ExtraInfo count=50
expected=Navigation actual=Form count=3
expected=Navigation actual=Decoration count=13
expected=Advertising actual=Content count=1
expected=Advertising actual=Title count=2
expected=Advertising actual=Navigation count=11
expected=Advertising actual=Advertising count=38
expected=Advertising actual=Logo count=14
expected=Advertising actual=Sidebar count=6
expected=Advertising actual=ExtraInfo count=6
expected=Advertising actual=Form count=1
expected=Advertising actual=Decoration count=3
expected=Logo actual=Content count=0
expected=Logo actual=Title count=1
expected=Logo actual=Navigation count=6
expected=Logo actual=Advertising count=9
expected=Logo actual=Logo count=43
expected=Logo actual=Sidebar count=3
expected=Logo actual=ExtraInfo count=1
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expected=Logo actual=Form count=5
expected=Logo actual=Decoration count=9
expected=Sidebar actual=Content count=3
expected=Sidebar actual=Title count=0
expected=Sidebar actual=Navigation count=4
expected=Sidebar actual=Advertising count=3
expected=Sidebar actual=Logo count=4
expected=Sidebar actual=Sidebar count=48
expected=Sidebar actual=ExtraInfo count=7
expected=Sidebar actual=Form count=2
expected=Sidebar actual=Decoration count=3
expected=ExtraInfo actual=Content count=1
expected=ExtraInfo actual=Title count=3
expected=ExtraInfo actual=Navigation count=16
expected=ExtraInfo actual=Advertising count=4
expected=ExtraInfo actual=Logo count=2
expected=ExtraInfo actual=Sidebar count=8
expected=ExtraInfo actual=ExtraInfo count=68
expected=ExtraInfo actual=Form count=2
expected=ExtraInfo actual=Decoration count=9
expected=Form actual=Content count=1
expected=Form actual=Title count=0
expected=Form actual=Navigation count=1
expected=Form actual=Advertising count=0
expected=Form actual=Logo count=3
expected=Form actual=Sidebar count=8
expected=Form actual=ExtraInfo count=1
expected=Form actual=Form count=49
expected=Form actual=Decoration count=6
expected=Decoration actual=Content count=0
expected=Decoration actual=Title count=1
expected=Decoration actual=Navigation count=0
expected=Decoration actual=Advertising count=3
expected=Decoration actual=Logo count=0
expected=Decoration actual=Sidebar count=0
expected=Decoration actual=ExtraInfo count=2
expected=Decoration actual=Form count=0
expected=Decoration actual=Decoration count=25

Total segments 1034, matching 675 (65%)

Content: 89% (89/99)
Title: 55% (5/9)
Navigation: 64% (310/480)
Advertising: 46% (38/82)
Logo: 55% (43/77)
Sidebar: 64% (48/74)
ExtraInfo: 60% (68/113)
Form: 71% (49/69)
Decoration: 80% (25/31)
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